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ABSTRACT

A common concern in non-inferiority (NI) trials is that non-adherence due, for example, to poor study conduct can make treatment
arms artificially similar. Because intention-to-treat analyses can be anti-conservative in this situation, per-protocol analyses are
sometimes recommended. However, such advice does not consider the estimands framework, nor the risk of bias from per-protocol
analyses. We therefore sought to update the above guidance using the estimands framework, and compare estimators to improve
on the performance of per-protocol analyses. We argue the main threat to validity of NI trials is the occurrence of “trial-specific”
intercurrent events (IEs), that is, IEs which occur in a trial setting, but would not occur in practice. To guard against erroneous
conclusions of non-inferiority, we suggest an estimand using a hypothetical strategy for trial-specific IEs should be employed,
with handling of other non-trial-specific IEs chosen based on clinical considerations. We provide an overview of estimators that
could be used to estimate a hypothetical estimand, including inverse probability weighting (IPW), and two instrumental variable
approaches (one using an informative Bayesian prior on the effect of standard treatment, and one using a treatment-by-covariate
interaction as an instrument). We compare them, using simulation in the setting of all-or-nothing compliance in two active treat-
ment arms, and conclude both IPW and the instrumental variable method using a Bayesian prior are potentially useful approaches,
with the choice between them depending on which assumptions are most plausible for a given trial.

1 | Introduction A longstanding concern in NI trials is that non-adherence to

assigned treatment due to poor trial conduct can make treat-

Non-inferiority (NI) trials aim to show a new treatment is not
worse than a standard treatment by more than a pre-defined
amount (the non-inferiority margin) [1-3]. NI trials are often
used in settings where a new treatment may not improve out-
comes compared to a standard treatment but is expected to have
other benefits such as reduced cost or an improved safety profile.

ment arms appear more similar than they would be in practice
[2,4-7]. This artificial similarity can increase the risk of declaring
non-inferiority when using intention-to-treat (ITT) analyses (i.e.,
an analysis in which all participants are followed up and their
observed outcomes are analyzed according to their assigned treat-
ment arm), even when the new intervention is worse than the
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standard treatment. For these reasons, major guidelines have his-
torically recommended that ITT analyses be supplemented with
per-protocol analyses which exclude non-adherent participants,
as this analysis is assumed to be less affected by deviations due to
poor study conduct [6, 7]. However, per-protocol analyses do not
correspond to a well-defined treatment effect and can be biased
due to post-baseline exclusions. Importantly, the bias can either
increase or decrease the risk of falsely declaring non-inferiority,
depending on the pattern of protocol deviations [8-10]. Atten-
tion in recent years has therefore focussed on identifying more
suitable estimators which rely on less stringent assumptions
[5,6,11,12].

However, with the recent publication of the ICH-E9(R1) adden-
dum, there is growing recognition that investigators should
start with the estimand (the treatment effect they wish to esti-
mate), and then choose an estimator aligned to this estimand
[13-20]. Thus, there is urgent need to update the standard
guidance on analyses of NI trials based on the estimands frame-
work, and to identify appropriate estimators for the chosen
estimands. A key component of defining an estimand is specify-
ing how intercurrent events (post randomization events which
affect the interpretation or existence of outcome data, such
as non-adherence to assigned treatment or treatment discon-
tinuation) are handled. An ITT analysis in which all patients’
outcomes are observed and included in the analysis, regardless
of whether they experienced the intercurrent event, typically
targets an estimand where all intercurrent events are handled
using a treatment policy strategy, where the event is taken to be
part of the treatment condition and thus considered irrelevant
[19]. However, this strategy may not always reflect the most
important clinical question. Further, it is less clear what esti-
mand strategy a per-protocol analysis corresponds to, whether
additional estimands would always be necessary in NI trials, or
how best to estimate the appropriate estimands.

Given the uncertainty around both the appropriate application
of estimands to NI trials and the most appropriate estimators,
we sought to (i) discuss how the estimands framework can
be applied to non-inferiority trials; and (ii) compare different
methods of estimating hypothetical estimands for NI trials with
non-compliance in two active treatment arms. The paper is struc-
tured as follows: in Section 2 we provide a motivating example,
and in Section 3 we give recommendations for applying the esti-
mands framework to non-inferiority trials. Although the focus
of this paper is non-inferiority trials, some of the guidance we
give in Section 3 could also be applied to superiority trials if
trial-specific intercurrent events are anticipated. In Section 4
we provide a formal definition of the recommended estimand
using the potential outcomes framework, and in Section 5 we
provide an overview of different estimators that could be used
for the recommended estimand. In Sections 6 and 7 we provide
the methods and results of a simulation study evaluating the
different estimators, and in Section 8 we provide a re-analysis
of our motivating example. In Section 9 we consider how our
framework could be applied to a prospective trial. We conclude
in Section 10 with a discussion. A summary of key points is
given in Box 1. The primary focus of this paper is on choice
of estimands and choice of estimators for non-inferiority trials,
thus we do not discuss issues such as how the non-inferiority
margin should be chosen (except to note that such choices

BOX1 | Summary of key points.

 Innon-inferiority trials, non-inferiority conclusions are in
reference to a specific estimand. For instance, treatment A
may be non-inferior to treatment B if rescue medication
is allowed (i.e., for the comparison “treatment A + rescue
medication as needed” versus “treatment B + rescue med-
ication as needed”), but not if rescue medication were
withheld (i.e., for the comparison of “treatment A with-
out rescue” versus “treatment B without rescue”). Clari-
fication of the estimand(s) on which non-inferiority will
be assessed is essential for proper interpretation of trial
results.

« In general, intercurrent events such as treatment dis-
continuation or use of rescue medication do not pose
a threat to the validity of non-inferiority trials. For
instance, if interest lies in the comparison of “treat-
ment A + rescue medication as needed” versus “treatment
B + rescue medication as needed,” the intercurrent event
of rescue medication does not increase the risk of a spuri-
ous non-inferiority finding.

« An exception to this is the occurrence of trial-specific
intercurrent events (see Box 2). These intercurrent events
can make the treatment groups within the study artifi-
cially similar, which can increase the risk of a spurious
non-inferiority finding.

« Trial-specific intercurrent events can manifest in differ-
ent ways (see Box 2), and may not always be identifiable
from the trial data. Thus, they require careful considera-
tion when choosing an estimand, choosing an estimator,
and interpreting trial results (see Table 2 for recommen-
dations).

« Trial-specific intercurrent events can also pose a threat to
the validity of superiority trials, although the implications
are different (i.e., they may increase the chances of a false
non-inferiority finding in non-inferiority trials, while they
may decrease the chances of finding superiority in superi-
ority trials). However, in both cases they increase the risk
of an incorrect interpretation, and as such they warrant
consideration for any trial design.

should involve consideration of the estimand). In this paper we
use “non-adherence,” “non-compliance,” and “occurrence of an
intercurrent event” as synonymous. In our setting, with a one-off
treatment, by “non-adherence” or “non-compliance” we mean
that patients were assigned to a certain treatment but did not
receive it.

2 | Motivating Example: The TOPPS Trial

This work was motivated by the TOPPS (Trial of Prophylac-
tic Platelets) trial, which two authors were involved in (BCK,
SS) [21]. TOPPS was a randomized non-inferiority trial compar-
ing two different platelet transfusion policies in patients with
hematologic cancers. It assessed whether a non-prophylactic
transfusion policy (new treatment; patients only received a
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platelet transfusion if they showed signs of any bleeding) was
non-inferior to a prophylactic transfusion strategy (standard
treatment; patients received a platelet transfusion if their platelet
count dropped below 10x10 [9] per liter) to prevent major
bleeding. The primary outcome was occurrence of at least one
WHO grade 2-4 bleed within 30days of randomization. The
non-inferiority margin was a difference of 15 percentage points,
meaning that a non-prophylactic strategy could be considered
acceptable for use in practice if it did not increase the number of
patients experiencing a bleed by more than 15 percentage points.
The main perceived benefits of a non-prophylactic approach were
lower risk of transfusion related adverse events and substantial
cost savings.

The main intercurrent event was deviation from the allocated
transfusion policy by administering a platelet transfusion against
protocol. The primary analysis followed an ITT strategy where
patients were included regardless of whether they deviated from
their assigned transfusion policy or not, and was supplemented
with a secondary per-protocol analysis which excluded partici-
pants with any deviations from their allocated transfusion policy.
Full details are available in the original publication [21].

However, contrary to conventional wisdom, the per-protocol
analysis was in fact less conservative than the ITT analy-
sis. While the ITT analysis did not support non-inferiority
(adjusted difference in percentage points of 8.4, 90% CI 1.7 to
15.2), the per-protocol analysis did show non-inferiority of the
non-prophylactic approach (adjusted difference 4.5, 90% CI —3.0
to 12.0) (Table S1). This discrepancy between analyses likely
occurred due to confounding in the per-protocol analysis, where
amuch higher proportion of patients who experienced a bleeding
event were excluded from the non-prophylactic group compared
to the prophylactic group (Table S2). This result highlights the
need to identify and adopt estimators which rely on less stringent
assumptions than per-protocol analyses.

3 | Recommendations for Applying
the Estimands Framework to Non-Inferiority
Trials

In Table 1, we describe the difference in philosophy around the
implications of poor adherence to assigned treatment (or other
intercurrent events) in non-inferiority trials from a statistical ver-
sus estimands perspective. We argue that non-adherence or pro-
tocol deviations themselves are not inherently a threat to the
validity of non-inferiority trials. Many such intercurrent events
occur in routine clinical practice, and are thus simply something
that needs to be defined as part of the estimand based on clinical
considerations, as in any other trial design.

Rather, the threat to validity comes from “trial-specific” intercur-
rent events, which we define as intercurrent events that occur
in a trial setting but would not occur in routine clinical practice
(Box 2). Such trial-specific intercurrent events may be due to poor
study conduct, but may also occur for reasons beyond the investi-
gators’ control. For instance, at the start of the COVID-19 pan-
demic, many trials faced widespread treatment deviations due
to lockdowns or lack of availability of study treatments. Though
these deviations reflected usual practice at the time of the trial,
they would not be expected to occur to such an extent in the
future, and thus can be seen to be trial-specific. Likewise, many
trials leave treatment decisions up to the individual clinicians
who treat participants. Due to uncertainty over the best choice
of treatment at the time of trial initiation, clinicians may deviate
more from the protocol during the trial than they would after-
wards, once the uncertainty has been addressed.

These trial-specific intercurrent events serve to make treatment
arms more similar than they would be in a non-trial setting,
thus increasing the risk of declaring non-inferiority when the
new intervention is in fact worse than standard treatment.
Thus, these intercurrent events require careful handling in the

TABLE1 | Issue of poor adherence in non-inferiority trials from a statistical versus estimands perspective.

Statistical perspective

Estimands perspective

Treatment deviations due to poor study conduct or other
reasons can make treatment arms more similar than they
would otherwise be. In superiority trials affected by this, ITT is
“conservative” (less likely to show a statistically significant
effect). However, in affected NI trials, ITT is
“anti-conservative” (more likely to demonstrate
non-inferiority, even when the new treatment is in fact worse).
Per-protocol analyses, which exclude participants with such
deviations, have been argued to be more conservative than ITT
analyses in these settings (though this is not always true), and
thus are often performed alongside ITT analyses to help protect
against false conclusions of NI based on poor study conduct.

“Trial-specific” intercurrent events (those which occur in a
trial setting but not in routine practice, for instance due to poor
trial conduct, clinician decisions due to uncertainties about the

evidence base, etc.) can make treatment arms more similar in
terms of actual treatment received than they would be in
real-life settings (i.e., make them artificially similar). Such
artificial similarities between arms can lead to spurious
conclusions of non-inferiority. Therefore, if trial-specific
intercurrent events are likely, the estimand must account for
them to avoid such spurious conclusion. A hypothetical
strategy, which considers what outcomes would be if the
trial-specific intercurrent event had not occurred, is a good way
to do this. However, it is not always possible to distinguish
between intercurrent events that would vs. would not occur
outside the trial setting. Therefore, the choice of estimand in
non-inferiority trials will depend both on whether trial-specific
intercurrent events are likely, and whether they can be
identified (see Table 2).

Abbreviations: ITT = intention to treat, NI = non-inferiority.
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BOX2 | Trial-specific intercurrent events.

“Trial-specific” intercurrent events are those which occur in
a trial setting but would not in routine practice. These could
occur for different reasons, for instance, changes in context
or poor trial conduct. Examples include:

« External disruptions: events such as COVID-19 may lead
to treatment interruptions during trials which would not
occur once the external disruption was over

Clinical hesitancy: in some trials clinical staff may be hes-
itant to provide or continue treatment due to uncertainty
about the treatment’s safety or effectiveness, which may
no longer be a concern once the trial is complete and the
evidence-base is improved

Built in differences: some trials require different processes
of care to those used in routine practice. For instance,
some cancer trials allow control patients to switch to the
experimental treatment on disease progression, even if the
experimental treatment is not available in real life as a
second-line treatment

Accidental: sometimes accidents leading to intercurrent
events may occur in the trial that would not occur in rou-
tine care. For instance, in clinical areas where patient care
switches rapidly between clinicians, one of the clinicians
may be unaware the patient is in the trial and thus not
deliver the intended treatment

Trial-specific intercurrent events can make treatment arms
artificially similar which can lead to spurious conclusions of
non-inferiority. Thus, these events may require special con-
sideration when choosing an estimand in order to maintain
trial validity.

estimand definition in order to avoid spurious conclusions of
non-inferiority.

However, a complication is that trial-specific intercurrent events
may not always be identifiable as such. For instance, in some tri-
als it is possible that there will be more deviations during the trial
than would be seen afterwards, once the uncertainty around the
optimal treatment is resolved. However, given there will always
be some level of non-compliance in practice, it may be impossible
to differentiate between deviations which were trial-specific and
those which would have also occurred outside the trial setting.

Our recommended approach to defining estimands in
non-inferiority trials therefore depends both on whether
trial-specific intercurrent events are likely to be an issue, and if
so, whether they can be identified. Our recommendations are
given in Table 2. Briefly, if trial-specific intercurrent events are
not expected to occur, there is no need to define a strategy for
handling them. In this case, we recommend that a single primary
estimand be defined based on clinical considerations, as in any
other trial, and non-inferiority be assessed on the basis of this
single estimand.

If trial-specific intercurrent events are likely to be an issue and
can be identified, then we recommend a single primary estimand

be specified. The strategies to handle non-trial-specific intercur-
rent events should be chosen based on clinical considerations,
as above. However, trial-specific intercurrent events should be
handled using a hypothetical strategy (where interest lies in what
patient outcomes would have been had the trial-specific intercur-
rent events not occurred), in order to match the treatment effect
that would be observed in routine practice, and to avoid spuri-
ous conclusions of non-inferiority based on artificial trial-specific
intercurrent events.

Finally, if trial-specific intercurrent events are likely to be an
issue and cannot be identified, then we suggest that two esti-
mands be specified. First, an estimand should be chosen under
the assumption there are no trial-specific intercurrent events (i.e.,
that all intercurrent events seen in the trial would also have
occurred in practice). Strategies to handle each intercurrent event
should be based on clinical considerations, as above. A further
estimand should also be specified, which uses a hypothetical
strategy for any intercurrent events which may be trial-specific.
For instance, in the TOPPS example, a hypothetical strategy
would be used to handle any transfusion-related deviations as it
is impossible to distinguish which are trial-specific and which
are not. Then, if non-inferiority is demonstrated on the basis of
both estimands, investigators can be sure it is not a spurious
conclusion based on trial-specific intercurrent events.

In this setting, investigators would need to decide whether to
specify both estimands as co-primary, or one as primary and
the other as a secondary or supplemental estimand. Specifying
co-primary estimands with a requirement of non-inferiority for
both may be the most robust approach in terms of reassuring rel-
evant stakeholders that results are not affected by trial-specific
intercurrent events (and notably this approach does not pose
any multiplicity issues [22]). For instance, in the regulatory set-
ting where trial-specific intercurrent events are expected to be
common, it may be necessary to use co-primary estimands and
demonstrate non-inferiority for both in order to be sure that reg-
ulatory approval is not given on the basis of a spurious result.

However, power considerations may make the requirement that
non-inferiority be demonstrated on the basis of the confidence
intervals for both estimands prohibitive, as many methods to esti-
mate a hypothetical strategy have higher variance than methods
to estimate other strategies (such as treatment policy). Therefore,
in some situations, it may be useful to define the estimand that
assumes no trial-specific intercurrent events as the primary, and
the hypothetical one as a secondary/supplemental estimand. This
design would require that NI be shown for the primary estimand,
while using results from the secondary hypothetical estimand to
ensure the non-inferiority conclusion was not unduly affected by
trial-specific intercurrent events (i.e., that estimates from the two
estimands are not too different). This approach may be useful
in non-regulatory settings where few trial-specific intercurrent
events are expected.

Alternatively, if only a handful of trial-specific intercurrent events
are anticipated, then their impact on results may be negligible
and specifying a single estimand that assumes no trial-specific
intercurrent events may be sufficient. However, this choice would
require justification, particularly around why few trial-specific
intercurrent events were expected. It is not possible to designate
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TABLE 2 | Recommendations for applying the estimands framework to non-inferiority trials.

Choice of estimand

If trial-specific intercurrent events do not
occur

If trial-specific intercurrent events do occur,
and can be identified

If trial-specific intercurrent events do occur,
but cannot be identified

A single primary estimand should be chosen based on clinical considerations,
as in any other trial design. Non-inferiority should be assessed on the basis of
this estimand.

A single primary estimand should be defined which handles trial-specific
intercurrent events using a hypothetical strategy, and is otherwise defined
based on clinical considerations. Non-inferiority should be assessed on the
basis of this estimand.

Two estimands should be defined:

« One which assumes there are no trial-specific intercurrent events and is cho-

sen based on clinical considerations;

+ One which uses a hypothetical strategy for any intercurrent events which

may be trial-specific, as a way to protect against spurious conclusions of
non-inferiority.

Non-inferiority should ideally be assessed on the basis of both estimands.
However, depending on the setting of the trial, either (or both) could be
specified as a primary estimand, with the other being a secondary or

supplementary estimand.

Choice of estimator

For trials using a hypothetical strategy to handle trial-specific intercurrent events, an estimator which targets the
hypothetical estimand should be chosen (e.g., inverse probability weighting or the IV(Bayes) approach) with the choice
depending on which assumptions are most plausible for a given trial.

The assumptions behind the chosen estimator should be described, along with a discussion around the plausibility of these
assumptions, and sensitivity analyses evaluating robustness of results to deviations from such assumptions if appropriate.

a specific threshold for the proportion of trial-specific intercur-
rent events that would warrant using multiple (or co-primary)
estimands that would apply to all NI trials, as the impact of such
events on results will depend on various factors (such as the effect
of the event on the outcome, which may vary depending on the
type of event). In such situations, it may be useful to have early
discussions with relevant stakeholders (such as regulators if the
trial is to be used for regulatory submission) to discuss the most
appropriate approach to take.

4 | Definition of a Hypothetical Estimand

We now turn our attention to estimation, and we begin
by defining the hypothetical estimand, using potential out-
comes notation. We define it in terms of a trial with two
active treatments (new treatment vs. standard treatment) with
“non-compliance” in both arms as the intercurrent event, where
compliance is all-or-nothing, that is, either participants receive
their allocated intervention or they do not, and there is no
switching between the active treatments. Here, we consider
non-compliance to be a trial-specific intercurrent event; we note
that the estimand definition below could easily be extended
to include other types of non-trial-specific intercurrent events
which are handled using alternative strategies.

First, let Y represent the observed outcome, Z the treatment
allocation (Z = 0 if the patient is allocated to the standard treat-
ment group, Z =1 if allocated to new treatment), and C the
patient’s compliance status for their assigned treatment (C =1

if the patient complied with their assigned treatment, and C = 0
if they did not). Thus, participants can receive one of three treat-
ments: standard treatment or new treatment (if they are assigned
to that treatment and they comply), or no treatment (if assigned
to either treatment arm but they do not comply).

Then, Y=V denotes the participant’s potential outcome if
assigned to the new treatment, and Y*=% their potential out-
come if assigned to standard treatment, and Y4=1¢=D and
Y (#=0.=D) denote their potential outcomes under actual receipt
of each treatment.

The hypothetical estimand can then be defined as [20, 23, 24]:
E(Y(z=1,c=1)) _ E(Y(z=o,c=1)) 1)

That is, it is the expected difference in potential outcomes
between the new versus standard treatment in the hypothetical
setting where all participants would comply with their assigned
treatment.

5 | Overview of Estimators for the Hypothetical
Estimand

In this section we describe different estimators which could be
used to target the hypothetical estimand. We focus on the set-
ting of two treatment arms with all-or-nothing compliance in
each, and a continuous outcome, but each estimator could be
extended to handle other types of intercurrent events (e.g., treat-
ment switching), or to handle interventions where compliance is

50f18

95U8017 SUOWIWIOD BA1E81D) 9|l idde 8y Aq peusenob a2 sajolie YO '8SN J0 S8|nJ 10} AR1q1T 8ULUO AB|IM UO (SUONIPUOD-PUE-SWRIALIY"AB | 1M Ale.q 1 jBu [Uo//:Sthiy) SUORIPUOD pue SIS | U1 89S *[5202/£0/2T] U ARiqi8uluo Ao |IMm ‘sunipe W [eaidol | %9 sUeiBAH JO [00YdS Uopuo Aq 8YE0T WIS/Z00T 0T/I0p/oo" A 1M Atelq jput|uoy/sdny Wwo.y pepeojumoq 'S 'S20z '8520.60T



not all or nothing (for instance, in TOPPS where clinicians could
comply with the transfusion policies at some time points but not
others). We briefly mention the additional assumptions required
for each estimator when they are extended to the situation of
time-varying treatments (such as in TOPPS). Example Stata code
is provided in Table S3 in the Supporting Information to imple-
ment these estimators when there is ‘all-or-nothing’ compliance
in each treatment arm.

We first define some additional notation. Let X denote an
observed binary baseline covariate, and let U denote an unob-
served binary baseline covariate (both X and U are used to define
certain estimators in this section, and are also used in the simu-
lation study in Section 6). For convenience, we assume a single
binary variable for both X and U, though this could be extended
to multiple variables of different types.

Throughout this manuscript we assume that randomization has
been properly implemented, so that the treatment arms are
exchangeable. We also make two key assumptions for all esti-
mators listed below: (a) consistency, that is that Y = Y (#=3C=9) jf
Z =zand C = ¢,for z =0,1and ¢ = 0, 1; and (b) no interference,
that is that Y(#=2¢=9 is independent of the Z and C values of
other participants [25].

51 | Intention-to-Treat

An intention-to-treat approach is generally used to estimate a
treatment policy estimand, and is thus typically not appropri-
ate for a hypothetical strategy. However, we include it here for
illustrative purposes. In the context of a continuous outcome,
this estimator would typically involve applying a linear regression
model of the outcome Y on treatment Z to the intention-to-treat
population, which includes all participants in the trial, regard-
less of whether they complied or not. Because this approach esti-
mates a treatment policy estimand, it will therefore only be unbi-
ased for the hypothetical estimand when the two coincide. This
could occur, for instance, if (i) there is no non-compliance; or
(ii) potential outcomes under compliance are the same as under
non-compliance (i.e., when Y (#=2C=D = y(Z=2C=0)) When nei-
ther of these conditions are true, this estimator will typically be
biased for the hypothetical estimand.

5.2 | Per-Protocol

A per-protocol analysis is the same as the ITT approach described
above, except that participants who did not comply are excluded
from the analysis population. Per-protocol analyses can adjust
for baseline covariates, such as X, as a covariate in a regression
model, in case such covariates act as confounders between the
outcome and non-compliance.

For “all-or-nothing” treatments, the assumptions required for
unbiasedness are:

« Conditional exchangeability, that is that Y(#=2C=D1 7 C |
X. This implies that, conditional on X, patients who com-
ply with their assigned treatment are exchangeable between

treatment arms. This is sometimes referred to as the “no
unmeasured confounding” assumption [23].

» The association between X and outcome Y has been cor-
rectly specified (i.e., that there is no residual confound-
ing due to misspecification of the confounder-outcome
association).

« No treatment effect heterogeneity across levels of X.

The last assumption is required because the per-protocol analy-
sis provides a weighted average of the estimated treatment effects
across levels of X', however the weighting used does not necessar-
ily correspond to population weights for X. Thus, if the treatment
effect varies across levels of X, then the per-protocol analysis may
upweight or down weight treatment effects from certain levels of
X more than it should.

It should be noted that for non-collapsible summary measures,
such as an odds ratio, adjustment for baseline covariates can
change the estimand from a marginal one to a conditional one,
which may not be desirable. However, this is not an issue for dif-
ferences, and so we do not consider this issue further here.

For time-varying treatments or those with partial compliance
(where compliance is defined as meeting some threshold of treat-
ment adherence), per-protocol analyses do not require any addi-
tional assumptions for unbiasedness, but the plausibility of the
“no unmeasured confounding” assumption becomes much less
likely because it needs to hold at each time point, and there
may be post-randomization confounding factors which cannot be
adjusted for in the analysis.

5.3 | Inverse Probability Weighting

For “all-or-nothing” interventions, inverse probability weighting
(also termed “inverse probability of censoring weighting”) esti-
mates hypothetical treatment effects by excluding participants
who did not comply, and re-weighting participants who did com-
ply according to the inverse of their probability of complying
[23, 26-29]. Broadly, the idea is to implicitly impute what out-
come data for participants who did not comply would have been
under hypothetical compliance, by up-weighting outcome data
from comparable participants who did comply.

IPW is implemented in two stages. The first stage is used to esti-
mate the weights to be used in the second stage. This is done sepa-
rately within each treatment arm, and the weights are defined as:

1
Wioo= =
P(C=1|Z=0,X)
and:
1
Wy =

CPC=1Z=1X)

where ﬁ(C =1|Z =0,X) and ﬁ(C =1|Z =1, X) are estimated
using a logistic regression model applied to each arm separately
with the participant’s compliance status as the outcome, and
baseline covariate(s) X as covariates. Then, 13(C =1|Z=0,X)
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and P(C = 1|Z =1, X) are the participant-specific predictions
from the logistic models.

In the second stage, the treatment effect is estimated using a
weighted regression model, with outcome Y, treatment alloca-
tion Z, and weights W,_, (if Z = 0) and W,_, (if Z = 1).

For “all-or-nothing” treatments, the assumptions required for
unbiasedness are [23, 26-29]:

« Conditional exchangeability, that is, that all the relevant X
variables have been used to estimate the weights, W,_, and
W,_i,sothat Y(Z=2C=917 C | X

« The association between X and compliance status C has
been correctly specified to estimate the weights during stage
1 (i.e., that there is no residual confounding due to misspec-
ification of the confounder-compliance association)

« There is a non-zero probability of complying in each treat-
ment arm for all combinations of the baseline covariates (this
is known as the “positivity” assumption)

For time-varying treatments, the IPW approach described above
must be extended to deal with time-varying confounding between
post-randomization variables and compliance status (e.g., if
post-randomization blood measurements make non-compliance
more likely) [26-29]. This is done by splitting the follow-up
period into distinct time-points, and calculating weights for each
distinct time-point (based on the inverse probability of remain-
ing compliant at that time-point, conditional on the participant
being compliant up to that point); calculation of these weights
would include post-randomization confounders of compliance
status and outcomes at each follow-up time-point. IPW does
not require any additional assumptions for unbiasedness in this
setting, except that the assumptions listed above now include
post-randomization confounding and positivity (i.e., all baseline
and post-randomization confounders have been included and
correctly modeled, and there is a non-zero probability of remain-
ing compliant at all follow-up time-points for all combinations of
covariates given the compliance history). For time-varying treat-
ments, weights may need to be stabilized [29].

5.4 | Instrumental Variables

Instrumental variables (IV) is an analysis technique which uses
“instruments” to estimate the effect of adhering to treatment
[30-34]. An instrument is a variable that is associated with com-
pliance, but not associated with the outcome except through its
impact on compliance [30, 31, 33]. A major benefit of IV meth-
ods is that they do not require the “no unmeasured confounding”
assumption, and thus can provide unbiased estimates even when
confounding between compliance status and the outcome occurs.
However, they make alternative assumptions which may be more
or less plausible depending on context.

We define some additional notation. Let C;; denote actual receipt
of treatment 0,s0 C, = 1if Z = 0and C = 1, and 0 otherwise, and
C, denote actual receipt of treatment 1, so C; =1if Z =1 and
C =1, and 0 otherwise. In randomized trials, randomized arm

(Z)is typically used as an instrument, though as discussed below,
some estimators require additional instruments. There are three
essential requirements for a variable to be a valid instrument [30,
31, 33] (and further assumptions for an estimator based on IVs to
be unbiased for the hypothetical estimand which are discussed
below):

1. The instrument must be associated with treatment actually
received (e.g., randomization to treatment Z = 1 is associ-
ated with patients actually receiving treatment 1, denoted
by C));

2. The instrument has no effect on the outcome Y except
through its effect on treatment received, C, and C, (this
is commonly referred to as the “exclusion restriction” and
means that treatment allocation Z does not causally affect
outcome Y in participants for whom C = 0);

3. The instrument does not share any common causes with the
outcome Y (i.e., the association between Z and Y is uncon-
founded).

Using randomized arm, Z, as an instrument typically fulfills
assumptions 1 and 3, though the plausibility of assumption 2
requires context-specific knowledge (e.g., it is plausible for many
all-or-nothing treatments, but perhaps less plausible for interven-
tions with partial compliance where C, and C; are defined as fully
adhering to treatment) [33].

One additional assumption required to estimate the hypotheti-
cal estimand is homogeneity, i.e. that the treatment effect under
hypothetical compliance is the same across all compliance lev-
els. Broadly, this implies the quantity E (Y (#=1.C=D — y(Z=1.C=D)
is identical for patients who would comply under either treat-
ment assignment; for those who would comply under assignment
to one treatment but not the other; or for those who would not
comply under assignment to either treatment.

IV estimation can be best explained using a two-stage approach.
Without covariates, the two stages are [33]:

1. Stage 1: a linear regression model is fitted for each treatment
arm, with receipt of treatment (C, or C;) as the outcome
and allocation (Z) as the covariate (so that participants not
assigned to treatment Z = 0 are included in the model as
C, = 0, and similarly for participants not assigned to Z =
1). A prediction for each participant’s treatment received
status is then obtained (C, and C,)

2. Stage 2: alinear regression model is fitted with Y as the out-
come, and compliance predictions 60 and 61 as covariates.
An overall estimate of treatment effect is then obtained by
contrasting the estimated parameters for 61 and 60

A challenge for trials with non-compliance in both treatment
arms is that, without covariates, 61 and 60 are necessarily
collinear, leading to an unidentifiable model in stage 2. Thus,
IV methods for trials with non-compliance in both treatments
require additional assumptions to resolve the collinearity issue.
We discuss two of these estimators below.
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54.1 | IV Method 1: IV(Interaction)

Fischer et al. [35] described an IV approach which avoids
collinearity between CA’1 and 60 by using randomized arm (Z)
as the first instrument, and then specifying a second instrument
based on the interaction between treatment allocation and a base-
line covariate (ZX). This approach has also been discussed by
others [33, 36]. We refer to this approach as IV(interaction). In
the present setting, including covariates in the stage 1 model nat-
urally leads to the use of interactions, because C, is identically
zero in Z = 0 but may vary with X in Z = 1 (and vice versa).

The stage 1 models for this approach are:

a0+ pOX + 0 ifZ =0

Co= X . ©)
0 ifZ=1
0 ifZ=0

G = c1 C1 c1o; ®
at+ X + e ifZ =1

and the stage 2 model is:
Y =a' +pY,Co+ LG +AEX +e (4)

where ¥, ¢€0, and ¢! are residual error terms, assumed to be
normally distributed with mean zero and (co-)variances specified
by a 3 X3 matrix. We use superscripts Y, C,, and C, to denote
which model each parameter belongs to.

The treatment effect is then estimated as B}/l —ﬁzo from
model (4).

The key idea behind this estimator can be summarized as follows
(for full details, see Fischer et al. [35]): Z and ZX are used as
instruments, and for these to be valid instruments they must pre-
dict compliance in both treatment arms (the variables C, and C, ).
Z predicts both C, and C,, provided there is some compliance
in both treatment groups (i.e., E[C|Z] > 0 for Z = 0,1); and ZX
predicts C, if X predicts compliance within treatmentarm Z = 1.
Model (4) is identifiable provided the covariates are not collinear:
Fischer et al. showed that this is true provided the predicted treat-
ment compliances 60 and 61 are not proportional across levels of
the baseline covariate, that is, there is no k such that 61 = k@o
across all levels of X. A further requirement for the hypothetical
estimand is that the baseline covariate X does not moderate the
treatment effect directly (i.e., there is no baseline-by-treatment
interaction on outcome) [33].

This estimator could be used for time-varying treatments where
compliance is defined as meeting some adherence threshold (e.g.,
compliant for 80% of study days), however the exclusion restric-
tion assumption above (that Z is not associated with outcome
Y in participants for whom C = 0) is likely to be violated. For
instance, in TOPPS it is likely that a patient who followed the
transfusion protocol for 28/30 platelet counts is going to receive
some benefit from being allocated to that treatment arm.

5.4.2 | IV Method 2: IV(Bayes)

For many non-inferiority trials, information on the effect of stan-
dard vs. no treatment will be available from previous trials which

have compared the standard treatment against placebo or pre-
vious controls. Bond and White [37] therefore described an IV
approach which handles collinearity between 61 and 60 by using
a Bayesian framework to put an informative prior on the param-
eter ﬁgo (the effect of the standard treatment vs. no treatment)
in the stage 2 model. Even if previous trial information is not
available, it may still be possible to identify plausible priors for
ﬂ’C’O, for instance based on clinical knowledge. Other parameters
use uninformative priors (though could be made informative if
desired). We refer to this approach as IV(Bayes).

The stage 1 models for this approach, without adjustment for
covariates, are:
Co=a"+pS°Z +€° (5)

Cp=a +pS1Z + ! (6)
and the stage 2 model is:
Y =a" +pL,Co+ BLC+e" (7)

where an informative prior is placed on ﬁ’c’o in model (7), and
uninformative priors on other parameters in the model. The treat-
ment effect is then estimated as ﬁzl - ﬁwa)'

Although this is a Bayesian approach, we still discuss the assump-
tions required for this estimator to be unbiased for the hypothet-
ical estimand. For a given prior placed on ﬁgo, an unbiased treat-
ment effect also requires the mean of the prior to be an unbiased
representation of the true effect.

Similarly to the IV(interaction) method, this approach could be
used for time-varying treatments however violations to the exclu-
sion restriction are more likely, which may introduce bias.

6 | Simulation Study Methods

We conducted a simulation study to evaluate the estimators
described earlier. The primary aim was to evaluate bias both
when the estimators’ assumptions were fulfilled, as well as when
the assumptions were violated. Secondary aims were to evaluate
precision and type I error rate of the estimators.

Simulations were based on a two-arm randomized non-
inferiority trial with a continuous outcome. Non-compliance
occurred in both treatment arms, and compliance was “all
or nothing,” that is, patients either received their allocated
treatment or received nothing.

We performed two simulations studies: the first when there is no
treatment effect heterogeneity across compliance levels (a core
assumption of the IV methods and the per-protocol analysis),
and the second which did include treatment effect heterogeneity
across compliance levels (indicating a violation in assumptions
for the IV and per-protocol estimators).

Full details of the simulation methods, including exact parame-
ter values for all scenarios, are available in the Supporting Infor-
mation. Stata code used to generate and analyze data is avail-
able in the supplementary do-file for two scenarios (one each for
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simulation studies 1 and 2), and code for the other scenarios was
identical except for modifications to the input parameters. Below
we summarize the key aspects of the simulation study.

6.1 | Simulation Study 1 (No Treatment Effect
Heterogeneity)

We generated patient outcomes in two steps. First, we generated
whether they complied with their assigned treatment, and then
we generated their outcome. Their compliance could depend on
treatment allocation Z, an observed baseline covariate X, and
unobserved baseline covariate U, and the interactions between
treatment allocation and either the observed or unobserved
baseline covariate. Their outcome could depend on treatment
received, and the observed and unobserved baseline covariates.
Inclusion of an interaction between Z and X in the model to gen-
erate compliance was used to generate measured confounding
between compliance status and outcome, while inclusion of an
interaction between Z and U was used to generate unmeasured
confounding (see Table 3).

We considered five scenarios (labeled A-E, shown in Table S4)
in which we varied the sample size, percentage compliance, true
value of the estimand, and association between covariates X and
U and outcome. Then, for each of these five scenarios, we also
considered eight compliance scenarios (labeled 1, 2a-c, 3a,b, and

TABLE3 | Summary of compliance scenarios for simulation study 1.

4a,b; shown in Tables 3 and S4). This led to a total of 5 x 8 =40 sce-
narios. We used a non-inferiority margin of —0.3 in all scenarios.

The aims of scenarios A-E were to assess the impact of
smaller versus larger sample sizes, smaller versus larger degrees
of non-compliance, smaller versus larger associations between
covariates and the outcome, as well as impacts on type I error
rate versus power. The aims of compliance scenarios 1-4 were
to evaluate the impact of different types of compliance mecha-
nisms, including when there was no measured or unmeasured
confounding between compliance and outcome, when there
was measured confounding only, unmeasured confounding only,
or both.

6.2 | Simulation Study 2 (Treatment Effect
Heterogeneity)

We used two treatment effect heterogeneity (TEH) scenarios: one
in which the treatment effect varied across values of X (which
implies it varies across compliance status, as X is strongly associ-
ated with compliance in this scenario), and one in which it varied
across values of U (which also implies it varies across compli-
ance status; the key difference between these scenarios is that X
is observed while U is not). We label these two scenarios TEH(X)
and TEH(U).

Is association between X /U and

Compliance compliance the same or
Scenario type different between treatment arms? Description
1 Compliance does not Same The probability of compliance is the same

depend on any observed or
unobserved baseline
covariates

2a Compliance depends only Same

on observed baseline
covariates (X)

2b Different

2c Different

3a Compliance depends on Same

both observed and
unobserved baseline

for all patients

Healthier patients are less likely to comply
for both treatments, and there is higher
compliance to the new treatment

Healthier patients are less likely to comply
to the standard treatment, but more likely to
comply to the new treatment

Healthier patients are less likely to comply
to the standard treatment, but more likely to
comply to the new treatment, and there is
higher compliance to the new treatment

Healthier patients are less likely to comply
for both treatments, and there is higher
compliance to the new treatment

3b covariates (X and U) Different Healthier patients are less likely to comply
to the standard treatment, but more likely to
comply to the new treatment
4a Compliance depends only Same Healthier patients are less likely to comply
on unobserved baseline for both treatments, and there is higher
covariates (U) compliance to the new treatment
4b Different Healthier patients are less likely to comply

to the standard treatment, but more likely to
comply to the new treatment
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For TEH(X) and TEH(U) we generated data so that there was
observed and unobserved confounding between compliance and
outcome respectively. For both scenarios we varied two factors:
the degree of TEH (moderate vs. large), and the difference in com-
pliance between treatment groups (moderate vs. large).

The aim of simulation study 2 was to evaluate how estimators
performed when there was treatment effect heterogeneity as well
as confounding between compliance status and outcome (either
observed or unobserved).

6.3 | Estimators

We implemented five estimators, as described earlier; (i)
intention-to-treat; (ii) per-protocol; (iii) IPW; (iv) IV(Bayes); and
(v) IV(interaction). All analyses adjusted for the observed covari-
ate X (except for IPW, which used X to estimate weights).
Our primary interest was in evaluating IPW, IV(Bayes), and
IV(interaction), however we included intention-to-treat and
per-protocol for completeness. We note that, as discussed ear-
lier, ITT targets a treatment policy strategy, and should not be
used when a hypothetical strategy is of interest. However, we have
included it here for two reasons. First, to demonstrate the impact
on results when trial-specific intercurrent events are ignored, and
second, to empirically demonstrate the variance inflation of the
other estimators, which has implications for the trial’s design.

For IV(Bayes), we evaluated four different priors for the effect of
standard treatment versus no treatment: (a) a well centered, pre-
cise prior (i.e., where the prior’s mean matches the true mean in
the trial, and the prior has a small variance); (b) a well centered,
vague prior (where the prior has a large variance); (c) a miscen-
tred, precise prior (where the prior’s mean does not match the
true mean in the trial); and (d) a miscentred, vague prior. We
used these four priors to evaluate the impact of misspecifying the
prior’s mean in relation to the true mean in the trial, as well as
the impact of more versus less precise priors.

We evaluated estimators based on frequentist properties for bias
(our main objective), as well as precision, type I error rate, and
bias in estimated standard errors (our secondary objectives).

For each estimator, standard errors were calculated using the
default approach in Stata. The estimators that use Stata’s
regress command (intention-to-treat and per-protocol) used
ordinary least squares estimates of standard errors. The IPW
method was implemented using a weighted version of the
regress command, and the standard errors were obtained from
a sandwich estimator. The IV(Bayes) method uses the standard
deviation of the posterior distribution as the standard error of
the estimator, and the lower end of the 95% credible interval
to determine whether non-inferiority is declared or not. The
IV(interaction) estimator uses the default variance estimator
given in the Stata manual for ivregress [38].

7 | Simulation Study Results

7.1 | Simulation Study 1 (No Treatment Effect
Heterogeneity)

Full results for each simulation scenario are available in the
Supporting Information. Because results between scenarios A-E

were broadly similar, we present the results for scenario A
below. Our focus is on describing results for IPW, IV(Bayes),
and IV(interaction), however intention-to-treat and per-protocol
results are available in the figures and in the Supporting
Information.

7.1.1 | Biasin Estimated Treatment Effects

Results are shown in Figure 1 and the Supporting Information. As
expected, IPW was unbiased except when there was unmeasured
confounding between compliance status and outcome. IV(Bayes)
was unbiased except when the mean of the prior for the effect
of the standard treatment vs. no treatment was mispecified com-
pared to the true mean in the trial. However, when the overall
compliance rate was the same in each treatment group, IV(Bayes)
was unbiased even when the prior was mispecified.

IV(interaction) was extremely unstable across all scenarios (see
Supporting Information), and results were severely affected by
extreme outliers. After removing replications with extreme val-
ues, the method performed better, though was still biased for cer-
tain scenarios.

7.1.2 | Precision and Type I Error Rate

Results are shown in Figures 2 and 3, and the Supporting Infor-
mation. As expected, IPW led to inflated type I error rates in
the same scenarios for which it was biased (i.e., when there was
unmeasured confounding), but maintained type I error rates oth-
erwise. In some simulated datasets, the IPW method dropped
some observations due to perfect prediction in the logistic regres-
sions used to generate weights. This generally affected only a
small number of datasets in each scenario (between 0% and 0.8%
for most scenarios; see tables in Supporting Information) but was
as high as 4.1% when compliance was particularly high.

IV(Bayes) controlled the type I error rate at close to the nom-
inal level when the mean of the prior was well specified, but
resulted in some type I error rates which were too low when
the prior was mispecified. This was because treatment effect esti-
mates were biased away from the null, which made a finding of
non-inferiority less likely.

IV(interaction) led to type I error rates that were far below the
nominal level for all scenarios. This was primarily due to extreme
bias in estimated SEs.

In general, IPW was more precise than IV(Bayes), and
IV(interaction) was the least precise, with losses in precision
up to 400% in some cases.

7.1.3 | Precise Versus Vague Priors for IV(Bayes)
Approaches

Full results are available in the Supporting Information. Using
a precise versus vague prior had no impact on bias in estimated
treatment effects. The precision of the two approaches were very
similar, however the estimated SEs from the vague prior were
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FIGURE1 | Mean estimates of treatment effect for simulation study 1 (no treatment effect heterogeneity), scenario A (true value —0.3, trial sample

size 100, overall compliance level 70%). IPW = inverse probability weighting, ITT = intention-to-treat, IV = instrumental variables. PP = per-protocol.
Note that the ITT estimator is targeting a different estimand to the other estimators (treatment policy), with a different true value of the estimand, and is
included here for illustrative purposes only. IV(interaction) results are reported for the subset of replications where the SE was < 10 times the empirical
SE from ITT. IPW is reported for the subset of replications for which no observations were dropped due to perfect prediction in the logistic regression
generating weights. IV(Bayes) results are presented for the precise prior.
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overall compliance level 70%). IPW = inverse probability weighting, ITT = intention-to-treat, IV = instrumental variables, PP = per-protocol. Note that
the ITT estimator is targeting a different estimand to the other estimators (treatment policy), with a different true value of the estimand, and is included
here for illustrative purposes only. IV(interaction) results are reported for the subset of replications where the SE was < 10 times the empirical SE from
ITT. IPW is reported for the subset of replications for which no observations were dropped due to perfect prediction in the logistic regression generating
weights. IV(Bayes) results are presented for the precise prior.
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FIGURE3 | Percentage increase in precision of ITT estimator versus other estimators for simulation study 1 (no treatment effect heterogeneity),

scenario A (trial sample size 100, overall compliance level 70%). Defined as 100 x <(

2
SE emai ; iti
lhembe ) - 1> where SE, .04 i the empirical standard error.

ITT

Values > 0 denote ITT is more precise than the comparator method. IPW = inverse probability weighting, ITT = intention-to-treat, IV = instrumental
variables, PP = per-protocol. IV(interaction) results are reported for the subset of replications where the SE was < 10 times the empirical SE from ITT.
IPW is reported for the subset of replications for which no observations were dropped due to perfect prediction in the logistic regression generating

weights. IV(Bayes) results are presented for the precise prior.

substantially biased upwards (often > 20%), which led to type I
error rates that were below the nominal level in many cases, and
reduced power. Overall, we did not find any benefit in frequentist
properties to using a vague prior over a precise prior.

7.2 | Simulation Study 2 (Treatment Effect
Heterogeneity)

Mean estimated treatment effects are shown in Figure 4. IPW
was unbiased in scenarios where there was no unmeasured
confounding. IV(Bayes) with a centered prior had a slight bias
in all scenarios, which was more pronounced when there was
both a large degree of TEH and large differences in compliance
between treatment arms. IV(Bayes) with a miscentred prior was
extremely biased across all scenarios, as was IV(interaction) for
most scenarios.

8 | Re-Analysis of TOPPS Trial

8.1 | Methods

We re-analyzed the TOPPS trial to compare the different estima-
tors in practice. We analyzed a secondary outcome, the num-
ber of days with bleeding. We chose to analyze this instead of
the primary outcome described in Section 2 because we wanted

to compare the analysis methods on a continuous outcome to
match our simulation study. Further, this outcome displays sim-
ilar results to the primary outcome, where the per-protocol
analysis led to a smaller estimate of treatment effect than the
intention-to-treat analysis.

A full description of methods is available in the Supporting
Information. Briefly, for intention-to-treat and per-protocol we
adjusted for baseline variables which we thought might act as
potential confounders (i.e., be associated with both the outcome
and deviation from the assigned transfusion strategy). These
were: relapsed disease, previous stem cell transplantation, fungal
infection, and organ failure.

For IPW, we analyzed each study day separately, to allow for
the fact that deviations from assigned transfusion strategy could
occur at any point during the study period. We excluded data
after the first deviation, then calculated weights using two
post-randomization variables (whether the patient had previ-
ously experienced a minor bleed during follow-up [WHO grade
1], and whether the patient had previously experienced a major
bleed during follow-up [WHO grade 2-4]). The model further
adjusted for the same baseline covariates as the per-protocol and
intention-to-treat analyses.

For IV(interaction) we fitted four separate models, each using
one of the baseline covariates described above (relapsed disease,
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FIGURE4 | Mean estimates of treatment effect for simulation study 2 (treatment effect heterogeneity) (true value —0.3, trial sample size 500, over-

all compliance level 70%). IPW = inverse probability weighting, ITT = intention-to-treat, IV = instrumental variables, PP = per-protocol. Scenarios 1-4
relate to TEH across X (an observed baseline covariate), while scenarios 5-8 relate to TEH across U (an unobserved baseline covariate). Scenario 1
contains moderate compliance differences across treatment arms, and moderate TEH; scenario 2 contains large compliance differences and moderate
TEH; scenario 3 contains moderate compliance differences and large TEH; and scenario 4 contains large compliance differences and large TEH. A
similar pattern occurs for scenarios 5-8. Note that the ITT estimator is targeting a different estimand to the other estimators (treatment policy), with a
different true value of the estimand, and is included here for illustrative purposes only. IV(interaction) results are reported for the subset of replications
where the SE was < 10 times the empirical SE from ITT. IPW is reported for the subset of replications for which no observations were dropped due to
perfect prediction in the logistic regression generating weights. IV(Bayes) results are presented for the precise prior.

previous stem cell transplantation, fungal infection, and organ lower platelet counts may increase the risk of bleeding. We chose

failure) as an instrument; the interaction between each covari- no difference in days with bleeding as a small effect, under the
ate and treatment allocation on compliance is shown in the assumption that as long as the platelet count is above the prophy-
Supporting Information (Table S6). laxis threshold, there is little difference in the risk of bleeding. We

used precise and vague variances of 1 and 10 respectively.
For the IV(Bayes) approach we fitted four separate models, each
using a different prior for the effect of the active control (the Of note, all of these analyses make strong assumptions that can-
prophylactic strategy). In our earlier descriptions of this method, not be verified using the trial data. For instance, IPW assumes all
priors were based on the effect of the standard treatment vs. no confounders between bleeding and transfusion deviations were
treatment, reﬂecting the setting where patients who deviate do measured and included in the weighting model with the correct
not receive any treatment. However, this is not the case in TOPPS, ~ functional form. I'V(interaction) requires several assumptions,
and so the priors need to reflect the effect of the prophylaxis strat- including an interaction between the covariate and treatment on
egy vs. the treatment patients who deviate from the prophylaxis ~ compliance; no treatment-by-covariate interaction on outcome;
strategy would receive: the effect of prophylaxis vs. receiving a and that patients with transfusion deviations receive no benefit
transfusion at a higher platelet count than the prophylaxis strat-  from the assigned strategy. Finally, IV(Bayes) requires that the
egy calls for. Priors were chosen based on our judgment of what chosen prior is well centered on the true effect of the prophylactic
was plausible; this was done specifically for the purpose of this ~ Strategy vs. receiving a transfusion at a higher platelet count.
re-analysis, and so they were chosen retrospectively after the trial
was already complete. For the four priors, we used combinations
of small vs. large effects and precise versus vague variances. We 8.2 | Results
chose an increase of 2days with bleeding as a large effect, on
the basis that following the prophylaxis strategy leads to lower Results are shown in Table 4. For the number of days with
platelet counts than deviating from it (i.e., transfusing before bleeding, the ITT and per-protocol analyses had discrepant
the platelet count dropped below the prophylaxis threshold), and results; ITT showed a statistically significant increase (difference
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TABLE 4 | Results from re-analysis of TOPPS trial.

Number of days with bleeding

Estimated difference

deviate from the assigned transfusion strategy in the trial where
they would not in practice, if the restrictive approach was shown
to be non-inferior) are thought to be likely, but would not be dis-
tinguishable from non-trial-specific intercurrent events.

in means (95% CI?) p

ITT 0.6 (0.2 to 1.0) 0.004
PP 0.4 (=0.1 to 0.8) 0.11
IPW 0.7 (0.2 to 1.1) 0.005
IV(interaction)®

Relapsed disease -1.2(-9.7t07.4) 0.79

Previous SCT 0.0 (—15.9t0 15.9) > 0.99

Fungal infection 3.9(-10.2t017.9) 0.59

Organ failure 1.1(=0.1t02.3) 0.07

IV(Bayes)®

Large effect, precise 0.5(0.0t0 0.9) —
0.7(0.2t0 1.2) —
0.5(=0.3 t0 1.3) —

0.7 (=0.1 to 1.5) —

Small effect, precise
Large effect, vague

Small effect, vague

Abbreviations: IPW = inverse probability weighting, ITT = intention-to-treat,

IV = instrumental variables, PP = per-protocol.

2CI = confidence interval for ITT, PP, IPW, IV; credible interval for Bayes.
bBaseline characteristics used as instruments.

¢Priors were for effect of prophylaxis versus receiving a platelet transfusion against
protocol (i.e., at a higher threshold than the prophylaxis strategy calls for):
large/precise”N(1, 2), small/precise™N(0, 1), large/vague™N(2, 10), and
small/vague™N(0, 10).

non-prophylactic vs. prophylactic 0.6days, 95% CI 0.2 to 1.0,
p=0.004) while per-protocol did not (difference 0.4 days, 95%
—0.1 to 0.8, p=0.11). IPW and IV(Bayes) also demonstrated sig-
nificant increases in bleeding days; IPW and IV(Bayes) with a
small prior both showed results similar to ITT, while IV(Bayes)
with a large prior showed a larger increase in bleeding days (1.2,
95% CI 0.7 to 1.7). Results for IV(interaction) were highly vari-
able depending on which baseline covariate was used as the basis
for an instrument; estimates ranged between —1.2 and 3.9. One
covariate gave an estimate in the opposite direction as the ITT and
per-protocol results, another indicated no effect, and one gave an
estimate that was about 6.5 times larger than the ITT effect.

9 | Application of Our Framework to a
Prospective Trial Comparing Different Platelet
Transfusion Strategies

We now demonstrate how our proposed framework could be
applied to a hypothetical trial comparing platelet transfusion
strategies based on different thresholds, e.g., a trial similar to
TOPPS but comparing a restrictive transfusion threshold (e.g.,
7 % 10° per liter) with a liberal transfusion threshold that is stan-
dard of care (e.g., 10 x 10° per liter), where patients are given a
platelet transfusion whenever their platelet count drops below
the assigned threshold. If the restrictive threshold were to be
non-inferior, it would reduce the risk of transfusion related
adverse events and offer cost and resource savings.

Considerations for choice of estimand and estimator are shown in
Box 3. Briefly, trial-specific intercurrent events (where clinicians

BOX3 | Application of the framework to a prospective trial com-
paring a restrictive and a liberal platelet transfusion threshold.

Whether trial-specific intercurrent events are likely and can be
identified

Investigators decide that trial-specific intercurrent events are
most likely to occur if clinicians deviate from the restrictive
transfusion threshold in the trial over concerns around its
safety, but would deviate less in routine clinical practice if the
restrictive threshold were found to be safe (i.e., non-inferior).

Though impossible to know for sure, investigators anticipate
this type of trial-specific intercurrent event is likely to occur,
but not frequently (e.g., affecting around 5% of patients).

Finally, they decide there will be no way to distinguish
trial-specific intercurrent events from those intercurrent
events that would occur in routine clinical practice.

Choice of estimand(s)

Because trial-specific intercurrent events are likely, but can-
not be identified, investigators decide to use two estimands:
(i) one which assumes there are no trial-specific intercurrent
events, where they use a treatment policy strategy to handle
deviations from the assigned transfusion strategy; and (ii) one
which uses a hypothetical strategy to handle deviations from
the assigned transfusion strategy.

Investigators decide that even 5% of patients experiencing
trial-specific intercurrent events would be enough to increase
the risk of a spurious non-inferiority conclusion to an unac-
ceptable level. Therefore, they decide to specify the two esti-
mands (treatment policy and hypothetical) as co-primary
estimands, and require a demonstration of non-inferiority
for both.

Choice of estimator

Investigators consider using either IPW (which requires the
inclusion of all confounders in the model) or IV(Bayes)
(which requires correct specification of the prior for the effect
of the liberal transfusion arm vs. transfusing at a higher
platelet count, and that the treatment effect under hypothet-
ical compliance be the same across compliance levels).

For the IV(Bayes) approach, investigators feel confident that
there will be little difference between the liberal transfusion
threshold and transfusing at a higher threshold, that is, they
feel confident they can specify an accurate prior. Further,
based on prior research and biological plausibility, they feel
it is likely the treatment effect (restrictive vs. liberal thresh-
old) under hypothetical compliance will be the same across
all patients.

Though investigators feel that based on prior research they
could identify and include all likely confounders for the
IPW approach, they feel more confident in the assumptions
for the IV(Bayes) approach. Therefore, they choose this as
their estimator. They specify a number of sensitivity analyses
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under which they specify smaller or larger effects for the
prior.

Impact on sample size requirements

Investigators decide to inflate their sample size to allow for
the anticipated level of deviations from the assigned trans-
fusion strategy, to ensure the study is well powered for the
hypothetical strategy estimand. Because they will be using
a hypothetical strategy for all deviations (both trial-specific
and non-trial-specific, as they cannot distinguish between
the two), this is based on the total proportion of antici-
pated deviations (around 10%), not the anticipated propor-
tion of trial-specific intercurrent events (which, as above, is
around 5%).

Therefore, investigators decide to use co-primary estimands (one
assuming no trial-specific intercurrent events, using a treatment
policy strategy, and one assuming all deviations from the assigned
threshold are trial-specific, using a hypothetical strategy), and
require non-inferiority to be shown for both. They increase their
sample size to ensure they are well powered for the estimand
using the hypothetical strategy (e.g., using simulation to obtain
a plausible value of the standard error to use in the sample size
calculation for the hypothetical estimator).

Finally, they decide to use IV(Bayes) to estimate the hypothetical
strategy estimand, on the basis they are confident that (i) there
will be little difference between the liberal transfusion threshold
and transfusing at a higher threshold, so they can specify an accu-
rate prior; and (ii) there is unlikely to be any treatment effect het-
erogeneity across compliance levels (i.e., the treatment effect if all
patients were to comply is the same across all principal strata).

10 | Discussion

Common advice for non-inferiority trials is that ITT be supple-
mented by per-protocol analyses as protection against the risk
of erroneously declaring NI based on a proliferation of proto-
col deviations which makes treatment arms more similar than
they would be in practice. However, there are two issues with
this advice: (i) it is based on statistical considerations alone, and
does not consider estimands; and (ii) per-protocol analyses do
not inherently protect against protocol deviations—as seen in
TOPPS, they can actually increase the risk of erroneously declar-
ing NI due to bias from post-randomization exclusions. In this
article we sought to address the above deficiencies by updating
the advice in light of recent focus on estimands, and identify-
ing and comparing methods of estimation which improve on
per-protocol.

We argue that non-adherence or protocol deviations themselves
are not inherently a threat to the validity of NI trials. Such inter-
current events occur in practice, and are thus simply something
that needs to be defined as part of the estimand. Rather, the threat
to validity comes from trial-specific intercurrent events (those
that occur in a trial setting but would not occur in practice, for
instance due to poor study conduct). These intercurrent events
can serve to make treatment arms more similar than they would
be in practice, thus increasing the risk of declaring NI when

the new intervention is in fact worse than control. For example,
our simulation study found that ignoring trial-specific intercur-
rent events when such events affected 10% of participants led
to between two- and three-fold increases in the type I error rate
above its nominal level.

However, further complicating the issue is that intercurrent
events that would occur in practice cannot always be distin-
guished from those that would not. In TOPPS, for example, some
degree of non-compliance to the transfusion policies would be
expected in practice, albeit to a lesser degree than that seen in
the trial, but there is no way to distinguish which category any
particular deviation falls under.

We therefore suggest for NI trials where trial-specific intercurrent
events may be an issue, they be handled in the estimand using a
hypothetical strategy. The hypothetical estimand serves as reas-
surance that a NI conclusion is real and not due to trial-specific
issues. The strategies for other, non-trial-specific, intercurrent
events could be based on clinical considerations. We note that our
advice does not prohibit the use of the hypothetical strategy for
non-trial-specific intercurrent events if clinically warranted. We
also note that the underlying factors that introduced trial-specific
intercurrent events may also affect other aspects of the trial, and
warrants careful consideration by investigators.

Estimation of hypothetical treatment effects can be challenging
and requires untestable assumptions. Using simulation and a
re-analysis of TOPPS, we evaluated several methods that could be
used for NI trials with non-compliance in both treatment arms.
We found that IPW and IV(Bayes) are good options provided their
underlying assumptions are fulfilled. Conversely, IV(interaction)
did not perform well in the scenarios considered in our simula-
tion study, and so we cannot see any advantage to using it over
either IPW or IV(Bayes). A key assumption for the IV(interaction)
method is that there is an interaction between treatment arm
and the covariate in terms of compliance, and the strength of
this interaction determines the precision of the estimates. This
condition was met in compliance scenarios 2b, 2c, and 3b, with
large interactions of 20% point difference in compliance proba-
bilities. However, it seems that this size of interaction is not suf-
ficient for this method to perform well. The per-protocol analysis
also performed well in certain scenarios, though it overestimated
the treatment effect and did not maintain the type I error rate
when there was a large degree of treatment effect heterogeneity
and large differences in compliance between treatment arms. The
per-protocol analysis also performed poorly in the re-analysis of
TOPPS. As the assumptions behind the per-protocol analysis are
highly likely to be violated in trials of time-varying treatments,
we do not recommend its use.

The choice between IPW and IV(Bayes) could be made based on
which set of assumptions are more plausible for a given trial. For
many NI trials information on the standard treatment is avail-
able from previous studies, which could inform choice of prior
for IV(Bayes). However, careful consideration is required as to
whether effects from previous studies will apply to the current
study—if not, this could induce bias. For IPW, consideration
needs to be given to potential confounders between compliance
status and outcomes, and such potential confounders need to be
collected during the study to be used during estimation.
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Recently, Lynggaard et al. also considered the choice of esti-
mand in NI trials [39]. They argue that co-primary estimands
should not be applied in NI trials simply to reflect the historical
approach of using ITT and PP analyses, and argue that in most
cases, NI trials should have a single primary estimand based
on clinical objectives, as would be the case for most superior-
ity trials. However, they acknowledge that multiple estimands
may be appropriate for certain trials. In this article, we expand
on this view to provide guidance on when multiple estimands
are necessary and the factors that it might depend on, with
these arguments being based primarily on the occurrence of
trial-specific IEs (see Tables 1 and 2).

In this work, we have argued that non-trial-specific intercurrent
events do not pose a specific threat to the validity of NI trials, as
they do not make treatment arms artificially more similar. How-
ever, such intercurrent events can still pose issues around the
interpretation of results, as in any other trial. For instance, if a
new treatment is only non-inferior on the basis that most patients
switch to the more effective standard treatment during the trial,
its use in routine care may not be warranted (even if such switch-
ing would occur in practice). Thus, in this setting it may be useful
to use a hypothetical strategy for treatment switching when defin-
ing the estimand, or, alternatively, using a smaller non-inferiority
margin to account for the anticipated degree of switching.

In this work we have focussed on estimation of a hypothetical
strategy to guard against spurious conclusions of non-inferiority
driven by trial-specific intercurrent events. However, spurious
conclusions of non-inferiority can also be driven by other factors,
such as missing outcome data, even in the absence of trial-specific
events. For instance, even when a treatment policy strategy is
used, some methods of handling missing data may be biased
or lead to incorrect standard errors, and therefore increase the
risk of a spurious conclusion. Evaluation of methods to esti-
mate a treatment policy strategy in the presence of missing data
is an active research area [40-43]; however, it would be useful
for future research efforts to focus on evaluating these methods
specifically in the non-inferiority setting.

There are some limitations to this work. First, our simulation
study only considered the setting with a continuous outcome and
all-or-nothing compliance, and thus our results may not be gener-
alisable to other outcome or compliance types. Second, although
we generated plausible interactions in our simulation study,
they may not have been sufficiently large for the IV(interaction)
approach. Thus, our results may not apply to settings with larger
interactions. Third, while we considered a wide range of parame-
ter values in our simulation study; it is hard to assess how realistic
some of these choices are since many of these relate to unmea-
surable quantities (e.g., the association between the outcome and
the unmeasured confounder). Fourth, we only considered a fre-
quentist evaluation of the IV(Bayes) method. Fifth, for IPW we
did not consider methods to account for uncertainty in estimat-
ing the weights when calculating standard errors. Although we
found that Stata’s default sandwich estimator performed well in
simulation studies, this may not be the case in other settings,
and so evaluation of methods to account for such uncertainty,
such as the non-parametric bootstrap, would be useful. Finally,
we only considered the setting where a single binary covari-
ate was included in IPW models. Inclusion of more variables

may affect performance. For instance, IPW models dropped some
observations due to perfect predictions in settings with high com-
pliance; this issue may be exacerbated when more variables are
included in the model.

The results here suggest a number of areas for future work.
We have focussed primarily on defining estimands and esti-
mators for non-inferiority trials, though it would be useful
to evaluate how the estimands framework should impact on
choice of non-inferiority margin. Further, as mentioned above,
our simulation study focussed only on a continuous outcome
with all-or-nothing compliance. It would be useful to evaluate
these estimators in a wider range of settings (e.g., for binary or
time-to-event outcomes, for different types of intercurrent events
such as treatment switching or use of rescue medication, and
for treatments which are time-varying, such as in TOPPS, rather
than all-or-nothing). Further, our focus was primarily on the
bias of different estimators. It may be useful to compare different
approaches to calculating standard errors for each approach.
IPW has been well studied in many of these settings [25], so may
be a preferable option in such contexts until IV(Bayes) has been
more fully evaluated. Evaluation of some additional methods
may be useful. For instance, following on from the results from
Lasch et al.,, who found that g-estimation can retain nominal
power in some settings [44, 45], a comparison between this and
IPW and IV(Bayes) would be useful. Further, evaluation of meth-
ods which make similar assumptions to IPW (such as multiple
imputation and doubly-robust methods [23]) may be useful to
determine whether there is any benefit to using these alternative
approaches. Finally, this work may have implications for report-
ing guidelines. For instance, future updates of the CONSORT
guidance for non-inferiority trials should consider including
reporting items such as how trial-specific intercurrent events are
handled in the choice of estimand, how they are handled in the
estimator, and whether any observed intercurrent events that
occur during the trial were suspected to be trial-specific.

To conclude, in non-inferiority trials, trial-specific intercurrent
events can make treatment arms more similar than they would
be in practice, thus increasing the risk of erroneously declaring
NI. To guard against this, an estimand using a hypothetical strat-
egy for trial-specific intercurrent events should be used. IPW and
IV(Bayes) may both be good options for estimating hypotheti-
cal effects when there is all-or-nothing compliance in two treat-
ment arms.
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