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Generation of Synthetic Dataset

The Kisesa Health and Demographic 
Surveillance System (Kisesa HDSS) in 
North-Western Tanzania.

Synthetic Data
Synthetic data mimics real-world data while protecting 
privacy, enabling researchers to train models and test 
algorithms without exposing sensitive information. It 
supports secure data sharing and collaboration, making it 
essential for advancing population health research.
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Record Linkage
Record linkage is the process of connecting records from 
different datasets that refer to the same individual or entity. 
It helps integrate data for a comprehensive view, improving 
analysis in research, healthcare, and administrative 
applications.

Comparison Between Source and Synthetic Datasets

Generating Forced Error Synthetic Clinic DataGenerating Clean Synthetic Clinic Data

Supervised ML for record linkage, the model is 
trained on labeled data, where matched and 
unmatched pairs are known, allowing it to 
learn patterns for future predictions. 

Unsupervised ML, no labeled data is 
provided, and the model groups records based 
on similarities (e.g., clustering) without prior 
knowledge of which records match.

Use case: Unsupervised machine learning (KMeans clustering) for record linkage (RL), matching 
records from two datasets without predefined labels using Python programming. 

HDSS Dataset: 125852 individuals.                                                                                                                 Clinic Dataset: 25170 individuals

Record Linkage Cases with Different Levels of Errors: Scenarios where data records from the two sources were 
compared and matched despite varying degrees of errors or inconsistencies. These errors could arise from 
spelling variations, missing information, or formatting differences in names, dates of birth, or addresses. By 
examining record linkage cases with different levels of such induced errors, we can assess the robustness of 
matching algorithms, ensuring they can handle real-world data imperfections effectively

Record Linkage with less errors in datasets
Matches: 18188

 

Record Linkage with more errors in datasets
Matches: 6307

Conclusion: The comparison between the two datasets highlights the effect of 
increased data errors on record linkage performance. In the cleaner dataset, 
the algorithm showed better precision but missed many matches. With the 
noisier dataset, precision for non-matches dropped drastically, and recall for 
matches decreased, indicating more difficulty in handling errors. The silhouette 
score also slightly worsened (from 0.17 to 0.16), reflecting less clear clustering. 
Additionally, the mismatch between HDSS and clinic records increased, 
showing the challenge of linking data with higher errors. This underscores the 
need for better preprocessing or robust methods to handle noisy data.
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