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ABSTRACT

Non-interventional studies can provide meaningful insights on important questions of drug
safety and effectiveness. However, these studies can be vulnerable to residual biases, which
threaten the validity of results.

In this thesis | outline and apply methods to reduce, diagnose, and quantify bias due to
unmeasured confounding in non-interventional studies. | apply these methods to two drug

safety areas where unmeasured confounding may have affected published findings:
(1) the association between proton pump inhibitor prescribing and mortality

(2) the associations of fluorogquinolone prescribing with incidence of uveitis, retinal
detachment, aortic aneurysm or aortic dissection hospitalisation, and peripheral neuropathy

The methods applied include active comparators and self-controlled designs to reduce
confounding; secondary comparator groups, negative control outcomes, and the high-
dimensional propensity score to diagnose residual confounding; and quantitative bias analysis

to quantify the potential effect of unmeasured confounders.

In a cohort study I find evidence of an association between proton pump inhibitor prescribing
and increased all-cause and cause-specific mortality. However, the findings of methods to
diagnose and quantify residual confounding, including the high-dimensional propensity score

and secondary comparator groups, bring into question the causality of the association.

I do not find strong evidence for an association between fluoroquinolone prescribing and
aortic aneurysm or dissection, uveitis, or retinal detachment in cohort or self-controlled
studies with active comparators. | do find some evidence for an association between
fluoroquinolone prescribing and peripheral neuropathy. However, the association is small and
could possibly be explained by residual confounding as highlighted by quantitative bias

analysis.

In conclusion, while unmeasured confounding can threaten the validity of
pharmacoepidemiological studies, there are valuable approaches available to reduce,
diagnose, and quantify this bias. In this thesis these approaches have been outlined and
employed in order to demonstrate their value, and to provide more robust insight on two

important drug safety topics.



FOREWARD

In this thesis | outline and apply methods to reduce, diagnose, and quantify bias due to
unmeasured confounding to two drug safety areas where unmeasured confounding may have
affected published findings: 1) associations between proton pump inhibitor prescribing and
mortality, 2) associations of fluoroquinolone prescribing with incidence of uveitis, retinal
detachment, aortic aneurysm or aortic dissection hospitalisation, and peripheral neuropathy.

The structure of the thesis is as follows. First, I provide background on confounding and
unmeasured confounding, methods to quantify bias due to unmeasured confounding, and on

the two drug safety topics studied.

Given the breadth of the literature on fluoroquinolone safety | then appraise in detail, in a
literature review, previous publications on associations between fluoroquinolones and the

studied outcomes.

| describe, in a data and methods section, the data sources | used to conduct non-
interventional studies. In this section, | also introduce the non-interventional studies |
conducted and detail the methods I applied to reduce, diagnose, and quantify bias due to

unmeasured confounding in these studies.

In detail, in a research paper, | review the potential utility and limitations of a specific
approach, quantitative bias analysis, that can be used to quantify potential residual bias due to

unmeasured confounding.

In a series of research papers, | report the results of the non-interventional studies |
conducted. First, I report the results of a cohort study I conducted to estimate the association
between proton pump inhibitor prescribing and mortality. | then report the results of a series
of studies I conducted estimating associations between fluoroquinolone prescribing and
uveitis, retinal detachment, hospitalisation with aortic aneurysm or aortic dissection, and

peripheral neuropathy.

Finally, I summarise the findings of the non-interventional studies, highlighting how methods
to reduce, diagnose and quantify unmeasured confounding provided additional insight. |

conclude with discussion of the implications of findings and areas for future research.
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CHAPTER 1. BACKGROUND

Overview

In this chapter | provide background information on unmeasured confounding, quantitative
bias analysis, and on the two drug safety topics studied: the association between proton
pump inhibitor prescribing (PPIs) and all-cause mortality, and the associations between
fluoroquinolone prescribing and incidence of uveitis, retinal detachment, peripheral

neuropathy, and hospitalisation with aortic aneurysm or dissection (AA/AD).

Initially, | provide an overview of confounding, unmeasured confounding, and frameworks
for causal inference. | then review quantitative bias analysis, a group of methods for
quantifying potential bias in study results due to unmeasured confounders.

The focus of my thesis is the application of methods for handling unmeasured confounding
to two drug safety issues. | introduce these two drug safety areas briefly in this chapter,
before a more in-depth literature review in the next chapter focusing on the primary
applied focus of this thesis, namely associations between fluoroquinolone prescribing and

the studied outcomes.

To conclude the chapter, | outline the overall aims, rationale, and objectives of this PhD

project.




1.1 Confounding and unmeasured confounding

1.1.1 Definition of confounding and unmeasured confounding

Epidemiology is principally concerned with the study of health in populations.* The aims of
an epidemiological study may be descriptive, etiological or predictive. That is, we may wish
to describe health and disease in a population, understand the cause-effect relationship
between exposures and health states, or to predict health states given individual or group

characteristics.

To understand the cause-effect relationship between exposures and health states we typically
estimate associations between the exposure and the health state (i.e., the outcome) in a
sample from a population, using statistical methods. However, observed associations may not
necessarily be causal. Associations can arise wholly or partly due to a common cause of both
exposure and outcome. When associations are biased away from the causal effect due to such
a common cause, we say there is confounding, and we call the variables responsible for this

bias confounders.

As an example of confounding, consider the causal question of whether coffee consumption
increases or decreases the risk of death. A number of non-interventional studies have been
conducted to investigate this and have found an inverse association, with greater coffee
consumption associated with reduced mortality.> * However, while an inverse association has
been consistently observed, it is not clear to what extent this association is causal. The
observed association may be partly or wholly due to confounding by lifestyle or
socioeconomic factors associated with coffee consumption. For instance, suboptimal diet has
been found to be negatively associated with coffee consumption in the United States (US)

and is also a risk factor for increased mortality.*°

In pharmacoepidemiology, in order to understand drug safety or effectiveness, we often
compare users of one drug to non-users, or, in the active comparator design, to users of
another drug. However, a user of a drug will have been prescribed the drug for a particular
indication. Their health status is therefore likely to differ from that of non-users or from users

of alternative medications, leading to confounding by indication.®’

In randomised controlled trials confounding can be avoided by means of randomisation,
whereas in non-interventional studies we must typically rely on study design or statistical

methods. When confounding is measured it can be controlled in epidemiological studies

16



through methods such as restriction, stratification, matching, regression adjustment,
propensity score weighting, and G-computation.®

However, in some studies not all potential confounders can be measured or controlled. In
studies conducted using routinely collected healthcare data, such as electronic health records
or insurance claims data, the investigator is typically limited to variables previously recorded
for clinical or administrative purposes.® Therefore, there may be potential confounders that
have not been measured. Even confounders that have been recorded may be mismeasured,

which can lead to bias.°

In prospective studies the investigator can specify the variables to be collected. However,
even in this situation it may not be practically feasible to collect information on some
potential confounders, for example due to cost.

Both in studies conducted with prospectively collected data and with historical data, there is a
possibility that the study investigator did not consider a measured confounder for inclusion.
This is particularly likely for a research topic in which there has been limited prior research.
Finally, even if confounders are measured and included they may be inadequately handled in
analysis (e.g. by categorisation of a continuous variable), leading to residual confounding in

effect estimates.!?

1.1.2 Early frameworks for causal inference

Causal inference is the name given to the process of inferring causal effects from data. An
early attempt at defining a framework for identifying causal effects was made by Bradford
Hill in 1965. Hill laid out a set of considerations for assessing causality: strength of
association, consistency, specificity, temporality, biologic gradient, experimental evidence,
and analogy.*? While all these considerations are useful, only temporality (i.e. cause precedes
effect) is a requisite condition for causal effect.! Furthermore, the utility of many of these
considerations as a guide to assessing causation is questionable.*® For example, an association

may be strong due to strong confounding rather than due to a causal effect.

1.1.3 Potential outcomes

A framework for causal inference that has seen enduring popularity is the potential outcomes
framework.!* The potential outcome framework initially arose with respect to randomised
experiments in work by Neyman and Fisher in the 1920s, but was only formally generalised

to non-interventional studies in the 1970s by Rubin. 18
17



When comparing a treatment of interest to a comparator we would ideally like to observe the
outcome if individuals had received treatment of interest compared to if the same patients had
received the comparator. However, for any individual we only observe one outcome, the
outcome observed under the assigned treatment: the other outcome for any individual is
counterfactual. There are two potential outcomes here, but only one outcome is observed,

which is known as the fundamental problem of causal inference.®

Unfortunately, we cannot estimate individual causal effects such as the difference in outcome
if the same patient had received treatment relative to comparator.2 However, in some
circumstances we can estimate average causal effects, representing the difference between the
average potential outcomes of a group of individuals if the group had been assigned treatment
relative to if the group had been assigned the comparator.

In randomised trials, the average observed effect and the average causal effect will be the
same, as randomisation ensures that the potential outcomes are independent of treatment
assignment.® Either group could have its treatment assignment exchanged, and the average
outcome occurrence (i.e. potential outcomes) in treated and comparator groups would be the
same. In this situation there will be exchangeability between the treatment and comparator

group, and we can estimate the causal effect using the observed data.

In non-interventional studies, the treatment and comparator groups may differ considerably at
baseline, and as a result the potential outcomes are not typically independent of assigned
treatment.® However, it may be that the potential outcomes are independent of assigned
treatment conditional on a set of measured confounders X. If we have this conditional
exchangeability assumption (i.e. no unmeasured confounders) then we can estimate the

causal effect by adjusting for these measured confounders.*®

Other assumptions in addition to exchangeability that are typically required for the estimation

of the average causal effect in the potential outcomes framework are?®:

e consistency and no interference, collectively referred to as the stable unit treatment
value assumption (SUTVA)
e positivity
Consistency requires that the observed outcome is the same as the outcome that would have
been realised had the exposure been set at its observed value by means of an intervention.® 2°
This assumption may not be met if the intervention is not well-defined. For example, if we
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are studying the effect of obesity on cardiovascular disease it is unclear what it would mean
to ‘set’ obesity to a particular level — do we mean that we change obesity through diet,
through exercise, or through a specified combination of both? It is likely that different ways

of intervening on obesity would lead to different outcomes.?!: 22

The no-interference assumption requires that the potential outcomes for an individual are not
affected by the treatment assigned to other individuals.® A clear example where this
assumption is not met is in vaccination programs, because the infection risk for an individual

is impacted by the vaccination of other individuals through herd immunity.?

The positivity assumption stipulates that the probability of receiving treatment is positive (i.e.
non-zero) for all combinations of observed confounders.?* This may not be the case if the

confounders are very strong predictors of treatment.?®

In this project I will focus on the conditional exchangeability assumption (i.e., no unmeasured
confounders), and on how we can both investigate and relax the assumption in

pharmacoepidemiological studies.

1.2 Quantitative bias analysis methods for assessing sensitivity of results to

unmeasured confounding

1.2.1 Overview

When all confounders are measured, we can control for them through study design or
analysis. However, in pharmacoepidemiological studies, which are frequently conducted in
electronic health record or insurance claims databases, there are often potential confounders

that are not available to the study investigator.

To quantify potential bias due to these unmeasured confounders we can use quantitative bias
analysis methods. These sensitivity analysis methods allow an investigator to quantify the
potential impact on study results of bias due to measurement error/misclassification,

unmeasured confounding, and selection bias.?®

1.2.2 Early guantitative bias analysis methods

The earliest quantitative bias analysis methods for unmeasured confounding were developed
in the 1950s and 1960s.2” One of the earliest methods was published by the epidemiologist
Jerome Cornfield in a report looking at the association between smoking and lung cancer.?’

The eminent statistician Ronald Fisher, himself a prolific smoker, had suggested that an
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unmeasured genetic predisposing factor might explain the observed association between
smoking and lung cancer.? Cornfield in his report presented his finding that a risk ratio
between a binary exposure and a binary unmeasured confounder must be at least as large as
the observed risk ratio between exposure and binary outcome, in order for it to entirely
explain the observed association. In his words: “Thus, if cigarette smokers have 9 times the
risk of non-smokers for developing lung cancer, and this is not because cigarette smoke is a
causal agent, but only because cigarette smokers produce hormone X, then the proportion of
hormone-X-producers among cigarette smokers must be at least 9 times greater than that of

non-smokers.” We can depict this condition algebraically with:

e 7 -the exposure

e U - the unmeasured confounder

e Y -the outcome

e RRyy - the risk ratio between exposure and unmeasured confounder

e RRyy - the risk ratio between exposure and outcome

RRzy > RRyzy (6)

Bross derived another early quantitative bias analysis method.?® Whereas Cornfield’s method
bounded the bias that could arise, Bross presented a formula which allows an investigator to
estimate the risk ratio between binary exposure and binary outcome adjusted for a binary
unmeasured confounder (assuming no effect modification by exposure on the unmeasured
confounder-outcome association). | have depicted this formula below using the following

notation:

. RR'ZB;'“SA‘” - - the bias-adjusted risk ratio between exposure and outcome

e RRJZS~ - the observed association between exposure and outcome
e P, - the prevalence of the unmeasured confounder amongst the exposed group
®  Pinexp- - the prevalence of the unmeasured confounder amongst the unexposed

PEXD(RRUY - 1) + 1

(7)
Punexp(RRUY - 1) +1

RRy,** = RRY}*/
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To apply the formula, we must specify values for the unknown parameters F,,,, Pynexp and

RRyy. We can do this based on the literature, expert opinion, or from validation studies

where we collect more detailed information from a subset of the study population.® 3!

1.2.3 Bias formulas

These two early methods provide examples of two schools of quantitative bias analysis: bias
formulas and bounding methods. With bias formulas we specify sufficient information about
the unmeasured confounder to adjust an observed estimate for the unmeasured confounding.
With bounding methods, we leave some of this information unspecified (e.g., prevalence of
the unmeasured confounder), and instead calculate the maximum bias possible in a given
setting. If the maximum bias possible is insufficient to explain our observed finding, then our

results are robust to this bias.

More general bias formulas have since been derived for binary, categorical and continuous
unmeasured confounders, and for both marginal and conditional mean differences, risk
differences, risk ratios, and odds ratios.®? 3* Unless simplifying assumptions are made, these
formulas can be fairly complicated to specify. For example, if we consider a binary treatment
with levels z;and z,, a set of measured covariates X, and a categorical unmeasured
confounder U with reference level u', then the difference between the causal and observed

conditional mean difference is given by:

DBz, %0 = EWlzy,xu)} (Pulzy,x) - Pulx)

—Z{E(Y|ZO,X,U-) - E(YlZO,x,u')}{P(u|Zo,x) - P(u|x)} (8)

To use this formula, we must specify how the outcome is associated with the unmeasured
confounder for each level of treatment and for each level of measured covariates. We must
also specify, conditional on measured covariates, how the prevalence of the unmeasured
confounder differs between treatment groups. We can, for all these bias formulas, make
simplifying assumptions, which make the formulas more amenable to specification.® These
simplifying assumptions, for example that there is no effect modification of the unmeasured

confounder-outcome association by the exposure, can often be reasonable.
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1.2.4 Bounding methods

Bounding methods are further methods for assessing the sensitivity of results to bias, which
require us to specify less information than bias formulas. However, the price we pay for this
is that we no longer calculate an estimate adjusted for bias, but instead only quantify the
worst-case bias possible given specified information.

For example, Cornfield demonstrated that to fully explain an observed risk ratio of 9, an
unmeasured confounder would have to be at least 9 times more common in the exposed
group.?” However, if an unmeasured confounder was 9 or more times more common in the
exposed group, we could not say whether or not unmeasured confounding would or would

not fully explain the observed association, only that it possibly could.

Schlesselman demonstrated that it was not just the risk ratio between exposure and
unmeasured confounder that must be greater than the observed association to potentially fully
explain an observed association. ** It is also the association between unmeasured confounder

and outcome.

RRyy = RR,y (8)

Collectively, these two criteria have been referred to as Cornfield conditions.® They also

hold when specified conditional on a set of measure covariates X.%
RRyy|x = RRzy|x 9)
RRzyix = RRzy|x (10)

Furthermore, we can apply these criteria to the odds ratio if the outcome is rare, or to the

hazard ratio if the outcome is rare at the end of follow-up.3®

More recently, a bounding method known as the E-value was proposed by Ding and
Vanderweele*®-38, and this has become very popular.® Ding and Vanderweele demonstrated
that the bias-adjusted association must meet the following criterion:

RRzyix X RRyyx
RRZU|X + RRUY|X +1

BiasAdj

RRzyx — 2 RR2YX/ (1D

For given hypothesised values of the association between exposure and unmeasured

confounder, RRzyx, and between unmeasured confounder and outcome, RRyy x, We can
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calculate a minimum bias-adjusted value. If, when applied to the confidence intervals, the
resulting minimum bias-adjusted interval excludes null, then we can exclude the specified

unmeasured confounder from being the sole explanation for the observed association.

The E-value itself refers to a particular corollary of Ding and Vanderweele’s formulas. The
E-value is the value which either the association between exposure and unmeasured
confounder, RRzy x, or the association between unmeasured confounder and outcome,
RRyyx, must be equal to or exceed, in order to potentially fully explain an observed

association.®” Expressed algebraically, this criterion is:

maX(RRZUpo RRUY|X) = RR(z)xtz)fx \[ R(z)xt()fx(RR(z)\t()E( ) (12)

Bounding methods including E-values have come under criticism.***3 Partly, this is because
their ease of use encourages incorrect application and interpretation.*° Unlike bias-adjustment
methods, which provide a bias-adjusted effect estimate, a bound can be difficult to
interpret.**“° If it is plausible that there is an unmeasured confounder associated with
exposure or outcome as strongly as the E-value, this does not necessarily mean that the
results are biased because unmeasured confounder prevalence is not specified.*® loannidis
and colleague criticised the E-value for providing limited additional information, given that it

is a simple function of the observed effect estimate.*°

1.2.5 Probabilistic and Bayesian bias analysis

When using bias formulas, we can specify a single value or a range of plausible values for the
unknowns. We are rarely confident enough in a single value for each unknown to adopt the
former approach. An alternative approach, employed in both probabilistic and Bayesian bias

analysis, is to specify probability distributions for the unknowns.*’-4

In probabilistic bias analysis, also known as Monte Carlo sensitivity analysis, a distribution
for the unknown values is specified by the investigator (e.g. log normal, triangular, uniform,
trapezoidal etc.) based on their belief regarding plausible values, which is ideally informed by
information collected in a validation study or published in the literature.?® Values are then
drawn repeatedly at random from this distribution and used with bias formulas to generate a

distribution of bias-adjustment estimates.

Bayesian bias analysis similarly relies on the specification of probability distributions

pertaining to the unknown parameters, but also requires prior probability distributions for
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parameters with observable estimates (e.g. the log odds ratio between exposure and
outcome).>%>2 Furthermore, fully Bayesian bias analysis uses Bayes’ rule to combine
probability distributions with the likelihood obtained from the observed data, in order to

obtain posterior probability distributions for the parameters of interest.

1.2.6 Other approaches

A number of other quantitative bias analysis methods have been developed, but these have
seen even more limited application in epidemiology.>3% Rosenbaum developed a quantitative
bias analysis method for significance tests in matched data.®* ®® An alternative approach
established by Rosenbaum and further developed by Imbens is to modify the joint likelihood

function for exposure and outcome. 58 67

If we have validation data in a subset of the study population in which the confounder is
measured, then we can use propensity score calibration to adjust the propensity score
estimated in the overall study population for this confounder.%® This does, however, typically
rely on a surrogacy assumption that the biased propensity score is independent of the

outcome given the true propensity score, which will not necessarily be the case in practice.5
70

1.2.7 Application of quantitative bias in the literature

A systematic review of quantitative bias analysis applied in the literature by Petersen and
colleagues found only 238 studies applying these techniques in epidemiological studies
between 2006 and 2019, the majority of which (57%) applied techniques for misclassification
rather than unmeasured confounding.” The relative lack of usage is likely in part due to a
lack of knowledge of the methods in the epidemiology community and a lack of training in
their application. Even where they are used, usage is often not optimal. For instance, a
separate systematic review of probabilistic bias analysis found that most studies did not
specify the range of plausible estimates for the bias parameters.*°® Lash and colleagues
similarly identified suboptimal application of quantitative bias analysis in the literature, for
example not considering random error in the calculation and interpretation of bias-adjusted

estimates. "2
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1.3 Proton pump inhibitors and mortality

1.3.1 Proton pump inhibitors

Proton pump inhibitors (PPIs) are a class of acid-suppression medication prescribed for a
number of different indications including: treatment of gastroesophageal reflux disease
(GORD); treatment and prevention of peptic ulcers; eradication of H.pylori infection; and
prophylaxis to prevent drug-induced gastrointestinal damage, such as that due to non-
steroidal anti-inflammatory drugs (NSAIDs). " The class contains the drugs omeprazole,
lansoprazole, pantoprazole, esomeprazole, and rabeprazole.” All PPIs reduce the acidity of
the stomach through inhibition of proton pumps on the inner surface of the stomach.

1.3.2 Proton pump inhibitor utilisation

PPIs are very commonly prescribed in the United Kingdom (UK), US and Europe with one
cross-sectional study conducted in the UK Clinical Practice Research Datalink (CPRD)
GOLD primary care database estimating that 15% of adults were prescribed a PPI in 2014.7
" Prescribing remains very common with ~70 million items prescribed in English primary
care over the year June 2021-May 2022.7® In a UK drug utilisation study of 1.7 million
treatment courses prescribed between 1990 and 2014 the most common indications of PPIs
were dyspepsia (35.8%), uncomplicated GORD (28.9%), NSAID prophylaxis (7.7%), and
gastritis and duodenitis (7.3%).”

1.3.3 Acid suppression therapy

PPlIs are not the only drug indicated for acid suppression. There are several different
medications with different mechanisms of action. Antacids can be used to neutralise stomach
acid, but are only a short-acting therapy.” H2 receptor antagonists (H2RAs) are another class
of acid suppression medication which are antagonists to the H2 receptors in the stomach that
stimulate acid production.®’ PPIs are a newer class of medication that more directly inhibit
stomach acid production. They are a more effective acid suppressant than H2RAs and have a
longer duration of action.?!8 H2RAs have limited action after meals and efficacy can
attenuate over time on treatment.®2 These considerations are likely to influence the choice of
which drug to prescribe and potentially make the two treatment groups quite different. While
H2RAs are a more appropriate comparator to PPIs than antacids, it is likely that the treatment

groups are not fully exchangeable.
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1.3.4 Proton pump inhibitor safety

Non-interventional studies have identified associations between prescribing of PPIs and a
wide range of adverse health outcomes including, but not limited to, liver disease®3°,
cardiovascular disease®®, chronic obstructive pulmonary disease (COPD) exacerbations®’,
gastric cancer®, kidney disease®, and community-acquired pneumonia.®® However, for many

of these associations causality is not clear due to potential unmeasured confounding.

For instance, there had been concerns that an interaction between clopidogrel, an antiplatelet
drug, and PPIs might lead to adverse cardiovascular outcomes.®** However, Douglas and
colleagues found that though an association was observed between joint clopidogrel and
proton pump inhibitor prescribing and death or incident myocardial infarction in a cohort
study (hazard ratio [HR] 1.37, 95% confidence interval [CI] 1.27-1.48), in a self-controlled
case series, a design which inherently controls for time-invariant confounding, no adverse

association was observed (rate ratio 0.75, 0.55-1.01).%

PPIs were associated with increased all-cause mortality in a 2017 cohort study conducted
using US Department of Veteran Affairs data.®® Xie and colleagues found that new users of
PPIs were at elevated risk of death compared to new users of H2 receptor antagonists
[H2RAs] (adjusted hazard ratio [aHR] 1.25, 1.23-1.28).% Elevated risk remained after
adjusting for a high-dimensional propensity score and in two-stage residual inclusion

estimation, strengthening the case for a causal relationship.

Following on from this study these investigators published another cohort study in 2019,
again using Veteran Affairs data, where they studied the association between proton pump
inhibitor prescribing and cause-specific mortality.% Study investigators found increased risk
of death due to circulatory system diseases, infectious and parasitic diseases, and
genitourinary disease. Looking at particular causes, PPIs were associated with increased
mortality due to cardiovascular disease, chronic kidney disease, and upper gastrointestinal

cancer.

While use of PPIs was associated with increased mortality in these two non-interventional
studies, a placebo-controlled randomised trial did not produce concordant findings. In a
randomised controlled trial of 17,598 patients with stable cardiovascular disease or peripheral
artery disease randomised to receive the PPI pantoprazole or placebo and followed for a

median of 3.01 years, there was no evidence of increased risk of all-cause mortality (HR
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1.03, 95% ClI 0.92-1.15), cardiovascular mortality (HR 1.03, 95% CI 0.89-1.20), or non-
cardiovascular mortality (HR 1.02, 0.87-1.21).%” Except for an increased risk of enteric
infections, there was no evidence for elevated risk from outcomes previously associated with
PPIs in non-interventional studies, including chronic kidney disease, dementia, pneumonia,
fracture and COPD. The discrepancy between the findings from non-interventional and
randomised interventional studies indicate that this may be a drug safety area where non-
interventional studies are vulnerable to strong unmeasured confounding. While the trial
findings do not exclude a long-term effect of PPIs, they do conflict with short term
associations observed in published non-interventional studies. For example, in the study by
Xie and colleagues, mortality was increased within the first 6 months following

prescription.®

1.3.5 Potential unmeasured confounding in non-interventional studies

Patients on acid suppression can be unwell for many reasons. It may be that due to other
ilinesses these patients need NSAIDs, and hence also need acid suppression for
gastroprotection from these NSAIDs.% Furthermore, severely ill patients also require
gastroprotection from stress ulcers.®® Given that PPIs are a more effective medication,
prescribers may issue PPIs to less healthy patients. It is difficult in routinely collected
databases to capture the presence and severity of all illnesses that increase mortality and may
be associated with PPI prescribing, or to capture the underlying frailty of patients, and for this

reason non-interventional studies may be subject to bias due to residual confounding.

1.4 Fluoroguinolones and risk of uveitis, retinal detachment, peripheral

neuropathy, and hospitalisation with aortic aneurysm or dissection

1.4.1 Fluoroguinolones

Fluoroquinolones are a group of antibiotics prescribed for the treatment of a number of
infections including respiratory tract, urogenital and skin infections.'® They act by disrupting
bacterial DNA replication through inhibition of the Type Il topoisomerases gyrase and
topoisomerase 1V.1%* Commonly prescribed drugs in the class include ciprofloxacin,

levofloxacin, moxifloxacin, ofloxacin, and norfloxacin.%?

1.4.2 Fluoroguinolone utilisation

A study investigating the utilisation of fluorogquinolones in the UK and European Economic

Area provided evidence on which fluoroquinolones are prescribed in the UK, the indications
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for which they are prescribed, and trends in their prescribing between 2000 and 2015.1%2 In
the UK, ciprofloxacin was the most commonly prescribed fluoroquinolone, accounting for
89.4% of fluoroquinolone prescriptions. Most commonly in the UK fluoroquinolones were
prescribed for urinary tract infections [UTIs] (33.5% of fluoroquinolone prescriptions), lower
respiratory tract infections (23.2%), and gastrointestinal infections (12.9%). Prescribing of
fluoroguinolones overall, and in particular for uncomplicated urinary tract infection (UTI),
has decreased in the UK and internationally over the last decade. 1°%1% More recently, for the
year June 2017-May 2018 there were 649,635 items prescribed in English primary care,
which decreased to 478,743 items for June 2021-May 2022.® This decline has been
precipitated by concerns around fluoroquinolone safety, and to mitigate the problem of
antimicrobial resistance observed with broad-spectrum antibiotics such as

fluoroquinolones. %5107

1.4.3 Antibiotics

Fluoroquinolones are one of several classes of antibiotic available in primary care for the
treatment of infections. Other antibiotics that are frequently prescribed include penicillins,
macrolides, sulphonamides and trimethoprim, tetracyclines, and nitrofurantoin.?® Not all
antibiotics are used for the same indications.**® %2 Fluoroquinolones are prescribed for a
range of infections - most frequently for urinary tract infections, coughs, lower respiratory
tract and gastrointestinal tract infections, and least frequently for acne, sore throat and upper
respiratory tract infections. Other antibiotics are used quite differently, such as amoxicillin
which is often used to treat coughs and ear infections. Identifying an appropriate comparator
is challenging given the broad range of infections which fluorogquinolones have been used to
treat. One potential comparator is cephalosporins, which are also used, similarly to
fluoroquinolones, for urinary tract infection, lower respiratory tract infection and
gastrointestinal infections. Furthermore, both fluroquinolones and cephalosporins are broad-
spectrum antibiotics, and as such, given concerns of antibiotic resistance, both antibiotics
have similarly seen prescribing decline and been increasingly restricted to second-line

Usage.lo& 109

1.4.4 Fluoroguinolone safety

Early safety concerns regarding fluoroguinolones emerged as a result of case reports linking
fluoroquinolone prescribing to tendonitis and tendon rupture.1%1® Subsequent observational

studies similarly reported elevated risk of tendon injury.'** More recently, further concerns
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over the safety of fluoroquinolones have arisen due to non-interventional studies finding
associations between fluroquinolone prescribing and uveitis, retinal detachment, peripheral
neuropathy, and hospitalisation with aortic aneurysm or aortic dissection (AA/AD).115118

The mechanism of tendon rupture with fluoroquinolones is thought, based on animal studies
and other laboratory studies, to be due to the effect of fluoroquinolones on collagen. !9 120
Non-interventional studies have identified associations with, retinal detachment and AA/AD,
which are also conditions in which collagen is important.t?* In contrast, peripheral

neuropathy and uveitis were identified as potential adverse events due to case reports. 22 123

1.4.5 Requlatory action

Safety concerns have led to regulatory action from both the European Medicines Agency
(EMA) and the United States Food and Drug Administration (FDA).The FDA first added a
boxed warning to fluoroquinolone product labelling regarding increased risk of tendonitis and
tendon rupture in 2008.12* Subsequently, in 2011 the FDA added warnings to labelling with
regard to risk of worsening symptoms of myasthenia gravis'?®, and in 2013 regarding risk of
peripheral neuropathy.'? In 2016 the FDA increased warnings regarding potential side
effects involving tendons, muscles, joints, nerves, and the central nervous system and
recommended that fluoroquinolones be used only when there are no alternatives.
Furthermore, in 2018 the FDA added warnings to labelling with regard to potential mental
health side effects, blood sugar disturbances, and increased risk of aortic aneurysm with

fluoroquinolone use.'?" 128

The EMA coordinated a review into fluoroquinolone safety which concluded in 2018.1%° As a
result of this review the EMA’s safety committee recommended that fluoroquinolones should
only be used for severe infections or when other antibiotics cannot be used. Safety warnings
were added to the product information for potential side effects involving tendons, muscles,

joints, and the nervous system.

In this thesis the health outcomes to be investigated in relation to fluoroquinolone safety are
uveitis, retinal detachment, peripheral neuropathy, and AA/AD. In the remainder of this

section (1.4) I will introduce each of these different outcomes.
1.4.6 Uveitis

Uveitis is a medical condition pertaining to inflammation of the uvea. The uvea refers to the

iris, ciliary body and choroid within the eye.**® The location of the inflammation in the eye
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may be anterior (iritis, anterior cyclitis, and iridocyclitis), intermediate (cyclitis, vitritis, and
pars planitis), posterior (choroiditis, retinitis) or occur throughout the eye (panuveitis).3
Anterior uveitis represents the majority of cases in the UK.t Symptoms may include pain,
photophobia, tearing, and floaters and blurred vision.'32 Uveitis can be either chronic or
acute.®® Treatment typically involves immunosuppression using corticosteroids as well as

treatment of any underlying cause.!3

There are many potential causes of uveitis including infectious, genetic, and drug-induced
causes. Herpesvirus and toxoplasmosis are common infectious causes.** Non-infectious
uveitis includes HLA-B27 associated anterior uveitis, Fuch’s uveitis syndrome, sarcoidosis-
related uveitis, Vogt-Koyanagi-Harada syndrome, and Behcet disease.’** In a UK case series
the most common known aetiologies were Fuch’s heterochromic uveitis, sarcoidosis-related

uveitis, toxoplasmosis-related uveitis and HLA-B27 related uveitis.**°

1.4.7 Retinal detachment

The retina is an inner light-sensitive layer at the back of the eye.® Retinal detachment occurs
when the retina detaches from the underlying retinal pigment epithelium.% It is a medical
emergency and should be treated soon after presentation.*®” Symptoms often include light
flashes, floaters, blurred vision and peripheral vision field loss.'® To reattach the detached
retina scleral buckling, vitrectomy or pneumatic retinopexy may be used.'*® Retinal
detachments can be categorised into three main types: rhegmatogenous, tractional, and
exudative or serous.*® Rhegmatogenous retinal detachments are characterised by a break in
the retina.’*! Tractional detachment occurs when the retina is pulled off the retinal pigment
epithelium by tractional forces with no retinal break.'** Exudative or serous detachment
occurs due to the accumulation of fluid in the subretinal space without retinal breaks or
traction.**! Rhegmatogenous retinal detachments are much more common than tractional or
serous detachment, comprising 92% of 708 retinal detachment surgeries in one Danish
study.*? Estimated incidence of rhegmatogenous retinal detachment between 2007 and 2009

in a Scottish study was estimated to be 12.05 per 100,000 person-years.'43

Risk factors for rhegmatogenous retinal detachment include age, myopia, prior cataract
surgery and prior ocular trauma.'* 14° In a prospective case series of 1,202 rhegmatogenous
retinal detachments in Scotland 21.6% had prior cataract surgery, and of the cases without
prior cataract surgery 53.2% were myopic and 10.4% had experienced ocular trauma.*®

Tractional retinal detachments are typically the result of diabetic retinopathy occurring
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among individuals with diabetes.*® Exudative retinal detachment is a potential consequence
of ocular inflammation and is associated with VVogt-Koyanagi-Harada syndrome, sympathetic
ophthalmia, and undifferentiated choroiditis.'*2

1.4.8 Aortic aneurysm or dissection

The aorta is a large artery carrying blood from the heart to the rest of the body.*” Aortic
aneurysm occur when the aorta widens.* Aortic dissection occurs when blood flowing into
the media, the middle layer of the aortic wall, causes separation of the inner layer (intima)
from the outer layer (adventitia).*® Typically, this is caused by a tear in the intima.'*® Aortic
aneurysms are typically categorised by their location within the body as either thoracic or
abdominal aortic aneurysms.®® Aortic aneurysms can be asymptomatic, but if the aortic wall
ruptures this leads to a medical emergency which can be fatal 248 151152 |t js estimated that
abdominal aortic aneurysms lead to 1.3% of all deaths in men aged 65-85 years in developed
countries.'® Treatment of both aortic dissection and ruptured aortic aneurysm involves either

open surgical repair or endovascular aneurysm repair.*>*

A US study estimated incidence of aortic dissection to be 4.4 per 100,000 person-years.!>
Incidence estimates for thoracic aortic aneurysm range from 5 to 10 per 100,000 person-
years.'®° For abdominal aortic aneurysm incidence varies strongly with age with incidence
estimates in developed countries ranging from 40.6 per 100,000 person-years in those aged
50-54 to 203.4 per 100,000 person-years amongst people aged over 80 years.™ In the UK all
men aged 65 years are invited to screening for abdominal aortic aneurysm.*® A 2019
publication by Public Health England reported that between April 2018 and March 2019

0.97% of men screened were found to have an abdominal aortic aneurysm.*’

Male sex, increasing age, and smoking are all strong risk factors of abdominal aortic
aneurysm.%8-1%9 Other risk factors include atherosclerosis, hypertension, and a family history
of surgery for abdominal aortic aneurysm.*® Aortic dissection risk factors include smoking,
hypertension, older age, dyslipidaemia and genetic disorders such as Marfan Syndrome and
Loeys-Dietz syndrome.*® In a population-based study of all incident aortic dissections in
Oxfordshire, England, 67.3% of the 52 aortic dissections were among patients with

hypertension, many of whom had uncontrolled hypertension.6*
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1.4.9 Peripheral neuropathy

Peripheral neuropathy is a medical term used to describe disorders of the peripheral nervous
system.®2 It is a broad term that includes radiculopathies, plexopathies, mononeuropathies,
and polyneuropathies.'®? Radiculopathy describes a condition where the nerve root in the
spinal column is pinched.® Plexopathy refers to disorders of the nerves in the brachial or
lumbosacral plexus.®* Mononeuropathies are disorders of single peripheral nerves, whereas

polyneuropathies are disorders of multiple peripheral nerves.?

Polyneuropathy has been associated with fluoroquinolone prescribing in both case reports
and epidemiological studies.'® 165 166 polyneuropathy typically presents with numbness,
tingling, pain, and weakness.® It often has a ‘stocking and glove’ presentation whereby
hands and lower limbs are most commonly affected. 1% Diabetes and alcohol
overconsumption are common causes of polyneuropathy.2%” Other risk factors include HIV
infection, vitamin B12 deficiency, and sarcoidosis.'®® In a Dutch population-based study
incidence among adults of polyneuropathy was 77.0 per 100,000 person-years and the most
common diagnoses were diabetic polyneuropathy (32%), cryptogenic axonal polyneuropathy

(26%), toxic polyneuropathy (14%), and immune-mediated polyneuropathy (9%).%’

1.4.10 Potential unmeasured confounding in non-interventional studies

Fluoroquinolones are prescribed to treat acute infections. One potential explanation for
observed associations between fluoroguinolone use and these health outcomes is that
incidence of the outcome is elevated due to the infection itself, or to the underlying health
status that makes the individual prone to infection. Type and severity of infection is poorly
recorded in routinely collected healthcare data such as electronic health records and insurance
claims data. Uveitis is a diverse disease with a myriad of aetiologies including infection and
immune-related mechanisms that could be non-causally associated with fluoroquinolone
prescribing.®*® Tractional retinal detachments are linked to diabetes, and peripheral
neuropathy can be a symptom of prediabetes.*’® 1! Prediabetes and glycaemic control in
diabetes are poorly captured in many routinely collected healthcare datasets, and may have a
causative association with infections that are then treated with fluoroquinolones. Aortic
aneurysm can become infected, which can lead to severe clinical outcomes such as rupture
which require hospitalisation, which is then confounded with the use of an antibiotic to treat

the infection.’? While all antibiotics treat infections, there are differences in the severity and
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type of infection that different antibiotics are prescribed to treat'®, which may lead to

unmeasured confounding in non-interventional studies.

1.5 Aim, rationale and objectives

1.5.1 Aim

The overall aim of this thesis is to identify methods to handle unmeasured confounding, and
apply them to pharmacoepidemiological studies investigating two drug safety issues: the
association between prescribing of PPIs and mortality, and the association of fluoroquinolone
prescribing with uveitis, retinal detachment, peripheral neuropathy and AA/AD.

1.5.2 Rationale

In pharmacoepidemiological studies confounding is a major concern, given that users of a
particular drug often differ substantially from non-users or from users of alternative
medications. While efforts are typically made to adjust for all measured confounders, there

can often be unmeasured or partially measured confounders that may bias study results.

Previous research has produced conflicting findings for the two drug safety issues under
investigation in this thesis. The causality of observed associations is unclear due to potential
unmeasured confounding. Therefore, these are topic areas where understanding and applying

methods for handling unmeasured confounding will be valuable.

1.5.3 Objectives

1. To review quantitative bias analysis methods which allow us to quantitatively assess
the sensitivity of study results to unmeasured confounding (Chapters 1 & 4).

2. To review the evidence from previous epidemiological studies on the association
between fluoroquinolones and uveitis, retinal detachment, peripheral neuropathy, and
AA/AD (Chapter 2). A similar review of the literature is not presented for PPIs, in
view of the much smaller existing literature on PPIs and mortality.

3. To estimate the association between PPIs and both all-cause and cause-specific
mortality, through a cohort study (Chapter 5).

4. To estimate the association between fluoroquinolones and risk of uveitis, retinal
detachment, peripheral neuropathy, and AA/AD in a cohort study, and also using self-

controlled study designs (Chapter 6-8).
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5. To compare results from the fluoroguinolone cohort study to those obtained from self-
controlled studies with active comparators, which should inherently by design
minimise both time-invariant and time-varying unmeasured confounding (Chapter 6-
8).

6. To investigate the potential role of unmeasured confounding in observed associations,
in both the PPI and fluoroquinolone studies, through the use of secondary and
sensitivity analyses, including quantitative bias analysis (Chapters 5-8).

1.5.4 Thesis structure

This thesis consists of a background section, a literature review, a methods section, five
research papers, and a discussion chapter.

1. Chapter 1 (the present chapter) provides a background to the thesis, including a
review of confounding, quantitative bias analyses for unmeasured confounding, and
the two safety topics under investigation.

2. Chapter 2 is a literature review evaluating prior evidence on the associations between
fluoroguinolones and uveitis, retinal detachment, peripheral neuropathy, and AA/AD.

3. Chapter 3 provides detailed coverage of the data sources, introduces the non-
interventional studies | conducted, and outlines the methods | used in these studies to
handle potential unmeasured confounding.

4. Chapter 4 is a research paper outlining the use of quantitative bias analysis to evaluate
the robustness of research results to residual bias, including unmeasured confounding.

5. Chapter 5 is a published research paper presenting the results of a cohort study
investigating the association between PPIs and mortality. To diagnose potential
unmeasured confounding | use several methods, namely negative control outcomes; a
secondary comparator group; the high dimensional propensity score for covariate
adjustment; and sensitivity analysis varying the observation period. To quantify
potential bias due to unmeasured confounding | calculate E-values, which are a form
of quantitative bias analysis.

6. Chapter 6 is a research paper presenting the results of cohort and case-crossover
studies estimating the association between fluoroquinolones and AA/AD. To reduce
potential confounding | use a self-controlled study design, the case-crossover study,

which by design eliminates confounding by time-invariant unmeasured confounders.
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Chapter 7 is a research paper presenting the findings of a cohort study investigating
the association between fluoroquinolones and peripheral neuropathy. In order to
quantify the sensitivity of results to a potential unmeasured confounder I perform two
types of quantitative bias analysis, calculation of E-values and Cornfield conditions.
Chapter 8 is a research paper presenting the findings of cohort studies and self-
controlled case series estimating the association between fluoroguinolones and retinal
detachment and uveitis. To eliminate confounding by time-invariant unmeasured
confounders, and thereby reduce unmeasured confounding, | use the self-controlled
case series design.

Chapter 9 provides a discussion in which | bring together the findings from the
separate research papers. | appraise the results of the studies conducted in light of
methods used to reduce, diagnose, and quantify potential unmeasured confounding.
Finally, I present the conclusions of the thesis.
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