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Abstract

Surveillance of health outcomes in space and time gives insight into the underlying mech-

anisms driving those outcomes, for example with respect to exposures, risk factors and

- in the case of infectious diseases - transmission. There are unique challenges for the

analysis and interpretation of such data in the case of a rare and/or declining disease and

of a rapidly growing novel epidemic. Policy objectives are also often similar - to target

interventions to regions most at risk, both in the present and the near-future, for most

efficient and effective use of available resources. This thesis uses the examples of visceral

leishmaniasis elimination in north-eastern India and the emergence of the novel SARS-

CoV-2 virus in England to explore these ideas, from the perspective of decision-making

around policies for disease control.

Spatial variability driven not by transmission of the disease itself but of its observation

influences decisions on further intervention - in the case of VL feeding back into surveillance

policies to create a cycle of increasing bias - but is rarely quantified. Patterns in observed

incidence of both diseases suggest that the impact of these surveillance systems is likely not

consistent over space. The potential pattern of this spatially-varying bias is characterised

for visceral leishmaniasis with respect to delays to diagnosis - an important indicator

not only of the strength of the surveillance system but also of the likelihood of breaking

transmission in low incidence areas.

An understanding of the mechanism of surveillance is crucial for appropriate interpreta-

tion of the resulting data, and hence for appropriate distribution of intervention efforts.

However, in particular in resource-constrained settings of emergence and elimination, the

process can be stochastic and difficult to define. This motivates the routine collection of

data describing the surveillance process itself, to provide important context to the result-

ing observations. Ways in which such information could be incorporated going forward

are discussed, suggesting directions of future research to more accurately infer the true

spatial distribution of disease burden in such settings.
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Note to the reader

Internal hyperlinks have been used throughout this thesis. When reading the thesis on a

computer, the reader may click on a hyperlink to refer back to a relevant section. Once

finished, the reader can click Alt and ← (at the same time) to return to the original

location.
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manuscripts for publication [8, 9, 10].
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Chapter 1

Introduction

1.1 Background

Understanding the distribution of an infectious disease in space can be crucial for an-

ticipating transmission and hence for the successful implementation of control measures,

from emergence to elimination. At the emergence of a novel disease, exploration of spa-

tial patterns can give insight into the spread of infection, likely routes of transmission

and potential variation in risk according to characteristics of the local population. Prior

knowledge of population distribution and usual movement patterns can help anticipate

how the disease may disperse spatially from an initial seeding location. However, during

the rapid growth phase of a new epidemic, policies and practices evolve in response to ac-

cumulating information, which is then reflected in the available data. This can reduce the

comparability between data collected at different points in time and place, and hence com-

plicates the interpretation of spatio-temporal patterns. Interpreting different sources of

information in combination can provide a clearer perspective into the underlying process.

At the other end of the timeline, where an elimination programme has been successful, new

cases become increasingly sparse in space and sporadic in time. This makes it increasingly

difficult to detect each individual case and hence evaluate true progress. Despite control

efforts bringing the overall incidence of a particular disease to low levels across the region

as a whole, it is common for transmission to persist within small pockets - often the most

socially and economically disadvantaged - of the population. On top of the dispropor-

tionate suffering of an already vulnerable group of people, these pools of infection allow

resurgence on a large scale to remain a serious threat. Sustaining the achievements of a

programme in the long term requires careful surveillance in order to promptly detect and

respond to any new evidence of transmission.

7



From a statistical perspective, there are several challenges in addressing such problems.

Any approach taken must acknowledge the lack of independence inherent in spatio-temporal

data, potentially explicitly modelling the correlation structure between observations. In

both scenarios, the dynamics of the disease are in transition and the smoother, more

predictable patterns of an established, endemic disease can break down. Control efforts

are also in flux, with policy makers responding to outbreaks as they unfold and adapting

their approach as information is accumulated. Analysts should consider how robust their

chosen methods may be when applied to low counts and irregular trends, and how they

can be evaluated in a way that is relevant for policy and policy-makers, particularly with

respect to quantifying uncertainty.

The contexts of disease emergence and elimination have many parallels with respect to the

attributes of the data and nature of the analysis problem. In both cases incidence can be

low, sporadic and unpredictable. Community awareness can be weak due to relevant infor-

mation not yet being available (emergence) or due to complacency/waning as a result of

extended periods without incidence (elimination). Both are periods of transition, marked

by changing disease dynamics in response to changing policy and, vice versa, changing

policy in response to changing disease dynamics.

1.1.1 Spatio-temporal analysis in settings of emergence and elimination

Spatial and spatio-temporal analysis are predominantly used in elimination settings to

understand the likelihood of equitably attaining elimination goals across affected regions,

and to investigate ways in which the resource demands of control programmes may be

reduced through more efficient targeting. A wealth of research in mapping and predicting

disease burden over space has in particular been motivated by the global elimination

goals for malaria [11, 12]. The Malaria Atlas Project https://malariaatlas.org/, for

example, makes use of a wide range of data sources from administrative-level surveillance

and intervention coverage to local prevalence surveys, vector biology and remote-sensed

environmental characteristics, in order to obtain fine-scale maps of burden and risk [13].

Given that transmission is dependent on presence of the competent mosquito, there is

a clear geographic component to incidence of malaria; however, the insight that can be

gained from spatio-temporal patterns is not limited to vector-borne diseases. Spatio-

temporal analysis also contributes to elimination strategies for non-vector-borne diseases

such as tuberculosis [14, 15, 16] and HIV [17, 18, 19], helping to identify common risk

factors, barriers to care, and co-incidence with other diseases.
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Changes in the epidemiology of a disease nearing elimination have been noted in many

settings, attributed to an often complex combination of factors such as drug resistance,

evolution of new strains, waning immunity, changing risk factors and risk perceptions, and

cross-border importation. Examples include malaria [20, 21, 22, 23], tuberculosis [24, 25],

yellow fever [26], and meningococcal disease [27]. Particular challenges arise in the case

of neglected tropical diseases (NTDs), where data from which to draw inference about

elimination tend to be more sparse. Spatial analysis approaches which draw information

from nearby observations can improve our understanding based on the limited data avail-

able [28], but ideally the surveillance system would be adapted to better capture low and

scattered disease burden as elimination is approached and beyond [29]. Across all disease

settings, there is clearly a need to reassess policy and potentially redistribute resources in

order to navigate the critical time point of near-elimination.

For emerging diseases, spatio-temporal analysis of incident cases has been used to identify

new clusters, to assess the geographic scale of outbreaks and to predict future spread

[30, 31]. The often limited availability of data at a suitable geographic scale and privacy

concerns regarding the first few observed cases of a new disease can, however, restrict what

is feasible to analyse [32].

1.1.2 Elimination of visceral leishmaniasis in India

Visceral leishmaniasis (VL) is the acute disease caused by Leishmania donovani, a parasite

transmitted through infected female Phlebotomus argentipes sandflies when they seek a

human blood meal to mature their eggs (Figure 1.1.1). Symptomatic infection is largely

considered to be fatal if left untreated and, across the remaining endemic regions of South

America, East Africa and South Asia, incidence is concentrated within physically and

economically vulnerable populations in rural areas. Decaying organic waste around rural

human habitations provides ideal breeding sites for the vector, and poor housing conditions

and time spent working and sleeping outdoors increases the exposure of these populations

to bites. On top of that, malnutrition and high burden of other infectious diseases (e.g.

TB, HIV) put people at higher risk of developing severe disease once infected.

In India, the burden of disease is largely contained within the four northeastern states

of Bihar, Jharkhand, Uttar Pradesh and West Bengal, with Bihar most broadly affected

[34, 35] (Figure 1.1.2). Incidence of VL in India has decreased substantially since the

initiation of the regional Kala-Azar Elimination Programme (KEP) in 2005, which aims

to tackle the disease across the Indian subcontinent (including the endemic region of
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Figure 1.1.1: The life cycle of the parasite L. donovani that causes visceral leismaniasis disease in
South Asia. Reprinted from The Lancet, Vol 392 / Issue 10151, Sakib Burza, Prof Simon L Croft,
Prof Marleen Boelaert, Leishmaniasis, Pages No. 951-970, Copyright (2018), with permission from
Elsevier. [33]

India, Nepal and Bangladesh) through enhanced case detection, treatment and reduction

of vector density [36]. Reported cases in India fell from 29,000 in 2010 to less than 4,000 in

2018 [35, 36]. Historical data, however, illustrate cyclical behaviour in VL incidence with

peaks approximately every fifteen years (Figure 1.1.3). It remains to be seen whether the

reductions of the past decade reflect a genuine impact of interventions or simply another

trough within this cycle.

Indian states are partitioned into administrative units in the form of districts and sub-

districts or blocks across which the healthcare system is organised; each district has a

hospital and each block a primary healthcare centre. The population of each block -

varying in size between thirty thousand to several million - is typically clustered into

villages of a few thousand people (Figure 1.1.2). The initial target of the VL elimination

programme was to achieve “elimination as a public health problem” (EPHP) as part

of the World Health Organisation’s roadmap for 2020 [37] - reducing incidence to less

than one case per ten thousand per year at the block level. As of the end of 2019, this

target was reported to have been achieve in 100% of blocks in Uttar Pradesh and West

Bengal, 95% in Bihar and approximately 50% in Jharkhand [38]. It was suggested that
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Figure 1.1.2: (Top) The four north-eastern states of India which remain endemic for visceral
leishmaniasis. (Bottom) Administrative partitioning of Bihar state by sub-district i.e. ”block”
(bottom left) and by village (bottom right).

delays between onset of symptoms to treatment, complacency in implementation and poor

access to services among the lowest socio-economic classes were among several challenges

that had hindered achievement of the target.

The elimination programme in India incorporates two main forms of intervention: vector

control and early diagnosis and treatment. Although efforts are coordinated and evaluated

at the block level, these interventions are implemented on a village level. Indoor residual

spraying (IRS) of insecticides is conducted responsively, with villages being marked for

treatment according to whether they have reported any cases within the last three years.

However, evidence for the efficacy of the current IRS protocol in practice is unclear, both

in terms of sandfly abundance and subsequent disease incidence [39, 40]. Early diagnosis,
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Figure 1.1.3: Incidence of visceral leishmaniasis in the Indian subcontinent from 1977-2017,
demonstrating approximately 15-year cycles. Reprinted from The Lancet, Vol 392 / Issue 10151,
Sakib Burza, Prof Simon L Croft, Prof Marleen Boelaert, Leishmaniasis, Pages No. 951-970,
Copyright (2018), with permission from Elsevier. [33]

isolation from the vector and effective treatment is therefore the only attested method of

breaking transmission.

Initial symptoms consist of fever and swelling of the liver and/or spleen, along with other

non-specific symptoms common to other diseases endemic to the region, therefore obtain-

ing a correct diagnosis can be challenging and time consuming. Current infection can

only be confirmed by splenic or bone marrow aspiration, highly invasive procedures that

carry substantial risk. It is therefore standard practice to use a rapid antigen test for

diagnosis in combination with clinical diagnosis of symptoms. However, the non-specific

and often non-debilitating nature of early symptoms mean that it can take a long time for

a person to seek care and be referred for the appropriate test. This makes surveillance of

VL particularly difficult as the timing of infection for a diagnosed case is very uncertain.

An estimated 10-20% of VL cases in the South Asian region go on to develop a secondary

condition known as Post-Kala Azar Dermal Leishmaniasis (PKDL) up to several years

following resolution of the initial infection. The condition manifests as rashes or lesions

on the skin which are associated with stigma but the patient otherwise feels well, meaning

that care-seeking and surveillance are poorer than for VL. It has been demonstrated that

cases of PKDL are infectious to sandflies and hence can contribute to transmission of L.

donovani, creating a further hurdle to achieving elimination [41, 42, 43].

Despite the overall decrease in incidence of VL, there is considerable heterogeneity be-
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tween blocks which raises the need for a more targeted approach; the finite resources

available must be distributed efficiently in order to continue progress towards elimination.

Outbreaks across clusters of villages continue to occur [44] and history has shown these

have the potential to develop into large epidemics [45, 46, 47]. Hence, it is important that

localised pockets of incidence at a sub-block level are not overlooked. Moreover, there is

evidence that symptomatic infection may not develop until several years after initial ex-

posure [48], hence assumptions of transmission potential based purely on recent incidence

may be insufficient.

A substantial limitation of the programme is that implementation of these efforts is not

uniform across the region but varies according to the perception of some areas as non-

endemic or “low-risk”. A study in Nepal compared samples of districts included and

excluded from the national control programme and found increased delays in care-seeking

among patients in non-programme districts [49]. In Bihar there is also widespread use of

private and informal health practitioners which, particularly in areas with low awareness

due to lack of recent incidence, can cause additional delays in diagnosis and hence extend

the period for potential further transmission [50]. A study in Vaishali district, Bihar, [40]

demonstrated the strength of a combined, best practice approach to disease control and

suggests the need to extend active efforts of vector control, case detection and commu-

nity engagement to non-endemic but high-risk villages peripheral to hot spot areas. The

authors concede, however, that there are substantial logistic and economic barriers to ap-

plying this intensive approach across all districts. A solution could be to identify villages

which have not been reporting cases themselves but whose environment and demographics

would be conducive to transmission if exposed, and specifically target these with increased

surveillance.

The COVID-19 pandemic resulted in a disruption of control efforts, upheaval of Bihar’s

large population of migrant workers and increased economic vulnerability in the state

[51]. These factors could have amplified gaps in surveillance and set back the elimination

programme substantially [52, 53], potentially allowing escalation of transmission in highly

endemic areas and re-establishment of the disease in previously non-endemic areas. Al-

though the 2020 target has been a crucial motivating force for the progress made during

the last decade, there is debate as to whether an arbitrary threshold on incidence is a

relevant metric for measuring the success of the programme during these final stages.

A revised roadmap published in 2021 now aims for EPHP by 2030 and continues to focus

on reducing burden rather than interrupting transmission, with additional targets of less

13



than 1% case-fatality rate and 100% of PKDL cases detected and treated. Despite falling

numbers of cases, the past two years have seen an apparent rise in the number of officially-

reported deaths, from less than ten per year between 2014 and 2020 to nearly thirty in 2021

and 2022 [36]. This could potentially reflect a larger underlying burden of infection than

is being detected through official channels and brings into question the representativeness

of the available data. Defining how to verify the achievement of these targets therefore

poses a substantial challenge that is yet to be addressed.

1.1.3 Emergence of COVID-19 in England

The novel coronavirus SARS-CoV-2 was first formally identified in early January 2020,

following a cluster of unexplained cases of pneumonia in Wuhan, China. As a wave of

COVID-19 spread through the city and its surrounding provinces, international travel

quickly seeded epidemics across the rest of the world and induced the declaration of a

global pandemic by the World Health Organisation by the 11th of March. As of November

2022, over 500 million cases and 6.5 million deaths have been reported worldwide [54], of

which approximately 22 million and 180,000 occurred in the UK [55].

SARS-CoV-2 is highly infectious through contact and respiration, hence the density and

connectivity within most countries’ populations allowed rapid escalation of each epidemic.

This contributed to strong patterns of spatial correlation in cases of COVID-19 as nearby

communities interact with each other, allowing infection to radiate out from initial seeding

locations. On top of that, certain common characteristics known to be clustered spatially

within the population - such as age, comorbidities and ethnicity - stood out amongst early

fatalities and have since been deemed important risk factors for severe symptomatic in-

fection [56]. The result - evident on the scale of England’s local authorities - was visible

geographic disparity in the burden of disease and motivated a regional, rather than na-

tional, approach to interventions. However, the definition of area-specific risk levels was

divisive, triggering substantial debate over what regional implementation of restrictions

was appropriate for mitigating risk, without disproportionately debilitating certain parts

of the population.

A defendable quantification of area-specific risk depends on an understanding of under-

lying patterns of transmission, which must be ascertained from the available surveillance

data. Though useful for real-time analysis, confirmed cases of COVID-19 are not a good

indicator of total incidence of infection due to the complex processes behind detection and

testing. Similar to the declining completeness of detection in an elimination setting, this
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can often be an issue during the emergence of a novel disease or resurgence (perhaps in a

novel setting), where the necessary infrastructure is not in place to keep up with rapidly

accelerating incidence.

Test availability and policy surrounding who has access to tests varied substantially over

the course of the epidemic and regionally across the UK [57]. COVID-19-related deaths,

including where the virus is recorded as a cause of death or mentioned on the death certifi-

cate, could be considered a more consistently measured metric from which to understand

patterns of transmission. The question of how best to measure the extent of ongoing

transmission became of particular interest as focus moved from emergency mitigation and

damage limitation, to sustained control and prevention of further waves of a similarly

unmanageable scale. There was - at the time - a need to quantify risk on a regional

scale in order for society to return to a ‘normal’ level of functionality while maintaining

manageable levels of infection.

1.2 Aims and Objectives

This thesis explores a range of approaches to infer the underlying spatial and temporal

distributions of these two diseases at opposite ends of the timeline, using data collected

through routine surveillance. Similarities between the settings of emergence and elimi-

nation are drawn, with respect to the challenges of surveillance and of interpreting the

resulting data for decision making.

Overall research aims

• To apply statistical modelling techniques to explain the spatial and temporal pat-

terns of disease incidence, in the contexts of emergence and elimination.

• To explore the disconnect between observable indicators of transmission (reported

cases) and the true underlying process, considering the implications of this for policy-

making at a regional level.

Objectives

1. To apply standard regression methods to produce short-term forecasts of VL diag-

noses at the block level, identifying the strengths and limitations of the approach

under the particular challenges of this elimination setting.
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2. To assess the added value of applying models to high-resolution village-level data

compared to down-scaling from the block level predictions for guiding interventions

and evaluating progress of the elimination programme.

3. To characterise the spatial distribution of diagnostic delays for VL, assessing individual-

level risk factors in order to better understand reasons for delay and considering the

contribution of diagnostic delays to risk of resurgence.

4. To compare the spatial distribution of deaths given local population vulnerabilities

with that of confirmed cases, to understand how biases in case ascertainment could

have influenced perception of risk during the escalation of the COVID-19 epidemic

in England.

1.3 Outline of thesis

An outline of the remainder of the thesis is as follows:

• Chapter 2 introduces the methods applied in addressing each of the four stated

objectives.

• Chapter 3 presents an analysis of block-level VL incidence between 2013 and 2018,

with a view to making short-term forecasts to support logistics planning.

• Chapter 4 explores the distribution of observed disease at a village level, and investi-

gates whether inference from block-level data can be extrapolated to this finer scale

using a statistical downscaling approach.

• Chapter 5 aims to improve understanding of variation in the strength of surveillance

by exploring how individual and village-level characteristics of VL cases diagnosed

during 2018 are associated with excessive delays to diagnosis, characterising the

structure of residual variation with respect to the GPS location of each case.

• Chapter 6 navigates similar challenges around the imperfect observation of disease

incidence but in the contrasting setting of the COVID-19 epidemic in England,

making use of multiple data sources to interrogate the biases in observation and how

these may have varied between local authorities.

• Chapter 7 finally discusses conclusions that may be drawn across all previous chap-

ters, overall limitations and potential future avenues of research.

Appendices to each of the four analysis chapters are included at the end of the thesis.
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Chapter 2

Methods

This chapter introduces some statistical considerations that are relevant to the stated

objectives, and explains key methodological concepts which will be applied throughout

the remainder of the thesis.

2.1 Spatial and temporal structures in disease surveillance

data

Epidemiologists and public health professionals will be familiar with disease surveillance

data reported over time. For an infectious disease in particular, the number of cases

today will be dependent on the number of cases previously, and epidemic models use this

dependence to project the trajectory of cases as an infection spreads through a population.

Temporal information about a case (from initial exposure to onset of symptoms, reporting

and resolution) can give us insight into the transmission process, underlying risk factors

(e.g. relating to seasonality) and the efficiency of the surveillance system.

Disease surveillance data may also be attributed with different types of spatial information.

If the data exhibit spatial auto-correlation - in that observations closer in space are more

similar than observations further apart - then this spatial information can be exploited

to pool information between nearby observations and increase the precision of estimation.

Models of spatial processes can be considered to fall into three classes:

(A) Areal

(B) Geostatistical

(C) Point process
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Most commonly, routinely-collected disease surveillance data are available as aggregated

values (e.g. case counts) at the level of some discrete administrative unit, for example

country, state, province or postcode area (Figure 2.1.1 (A)). This is usually referred to

as areal data, and modelled by a discrete process defining how values in each areas are

related to each other. The structure of fixed geographic boundaries between areas can be

summarised in the form of an adjacency matrix, with non-zero elements if two areas share

a boundary and zero otherwise. The simplest case would be to identify direct neighbours

with a value of one, but greater detail of the neighbourhood structure may be incorporated

by assigning non-zero values to neighbours of higher orders with decreasing weights.

Alternatively, an observed value or individual case may be attributed to a specific point

location on the globe, defined by a set of coordinates (Figure 2.1.1 (B) and (C)). A

geostatistical process is described by measurements taken at specific locations (e.g. the

results of a sero-prevalence survey across sampled villages, or measurements of air quality

at monitoring stations), while a point process consists of locations of individual events

occurring in space (e.g. cases of disease or occurrence of outbreaks across a region). Both

of these types of data reflect the underlying spatial process on a continuous scale and

hence can allow for highly localised inference.

Figure 2.1.1: Types of spatial data. (A) Areal data consisting of counts in discrete, contiguous
regions, (B) Geostatistical data consisting of measurements taken at fixed point locations, and (C)
point process data consisting of the observed locations of events.

To construct such models, assumptions are usually required about the structure of cor-

relation between observations, such as the distance in space (and/or time) to which the

correlation extends (the “lag”) and the functional form with which it decays. These choices

may be informed by the data, for example through preliminary exploration of (partial)

auto-correlation functions at different lags in time [58], or semi-variograms at different

distances in space [59]. They may also be estimated during the model fitting process,

given some realistic constraints. An optimal specification may not always be identifiable,

however, especially when considering correlation in more than one dimension. The poten-

tial sensitivity to these assumptions is therefore something that needs consideration when
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attempting to model complex dependencies.

2.2 A frequentist model of spatio-temporal correlation: The

endemic-epidemic framework

The endemic-epidemic model structure described by [60] incorporates information from

nearby points in (discrete) space and time by conditioning the mean of a regression-

type model on weighted sums of past observations across increasing orders of neighbours.

This spatio-temporal structure is designed to capture the epidemic behaviour of infectious

disease dynamics, in that the incidence of cases in one place increases the chance of

subsequent incidence in nearby places. The author elsewhere demonstrates how it may

be derived from traditional compartmental transmission modeling [61]. The model is fit

to observed case counts per unit of space and time (a multivariate time series) using

maximum likelihood estimation (or penalised maximum likelihood if random effects are

included). Chapter 3 will go into greater detail about the model specification and how the

distinction of its endemic and epidemic components is defined.

2.3 Bayesian modelling of spatio-temporal correlation

Complex correlation structures are arguably more naturally accommodated within a Bayesian

framework, where assumptions regarding the dependence between observations in different

space or space-time units may be defined via the priors of random effects. The specified

prior distributions are combined with the observed data to reach a posterior distribution,

which is often estimated via simulation. A standard simulation approach is Markov Chain

Monte Carlo (MCMC), for which a Markov chain is constructed with the posterior as

its stationary distribution, and simulations of this are run until the chain is assumed to

have converged to that target. When convergence is reached the simulations drawn may be

summarised in whatever way is required to describe the posterior distribution, for example

with respect to parameters or fitted values.

In theory, a prior correlation structure of arbitrary complexity may be specified and the

resulting posterior estimated in this way, but the time taken to reach convergence can easily

be prohibitively long (if convergence is reached at all). A large number of parameters

(and the potentially complex dependencies between them) will likely create a posterior

distribution that is difficult to explore fully using the standard MCMC algorithm. The

size of the data to which the model is being fit is also a limiting factor, as the algorithm

19



requires computation of the likelihood for each sample. Adjustments to the computation

approach and sampling methodology can be made to speed up the sampling process, such

as parallelization and adaptive algorithms that more efficiently cover the parameter space

(e.g. Hamiltonian Monte Carlo [62]). However, an alternative is to use an approximation

to the posterior which may be calculated deterministically, avoiding the need for time-

consuming simulations. A broad class of hierarchical models which are often relevant for

spatio-temporal applications may be estimated via a particularly efficient approximation

known as the Integrated Nested Laplace Approximation or INLA [63].

2.3.1 The Integrated Nested Laplace Approximation (INLA)

Briefly, the INLA approach can be applied when the model of interest falls into the class

of latent Gaussian models. This requires that the unobserved “latent field” of parameters

(including for example, linear covariate coefficients and the parameters of functions such as

splines or structured/unstructured random effects) jointly follows a multivariate Gaussian

distribution, which is conveniently an appropriate assumption for most models relevant to

disease surveillance applications. Much of the speed of the approach comes from latent

field exhibiting the Markov property of conditional independence, such that the majority

of the elements of the covariance matrix are zero (i.e. the matrix is sparse). This property

makes it very computationally efficient to invert in order to obtain the precision matrix.

The distribution around the mode of the marginal posterior for each parameter is then

approximated by a Gaussian, defined from the first three terms of its Taylor expansion.

This is known as the simplified Laplace approximation of the distribution (SLA).

The Kullback-Liebler divergence [64] is reported for each marginal posterior to show the

difference between the Gaussian and SLA approximations which, if small, indicates that

the posterior is well approximated by a Gaussian and therefore the more computationally

intensive full Laplace approximation is not needed. Although in theory this approach

provides an approximation to the posterior, in practice it has been demonstrated to be no

less accurate than MCMC with finite sampling [65].

2.3.2 Penalised Complexity Priors

The speed gains provided by the INLA approximation allow us to fit highly complex spatial

models that would otherwise be impractical. However, it is nevertheless conservative to

give prior weight to the assumption that such complexity is not needed. We can do this

by penalising the model’s complexity through the prior distributions [66]. Prior weight is
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distributed to give preference to the value of a parameter which corresponds to the simplest

model, rather than to values which would yield more complex models. This means that

complex elements only contribute to the final model fit if there is substantial evidence

in the data to support it. Penalised complexity priors are often defined according to an

upper (or lower) bound C with the form

P [θ > C] = a

where a is a small probability. For example, the value of a variance parameter which

yields the simplest model would be 0, i.e. the effect is constant. We may assume based on

the context and scale of what we’re modelling that the effect would be unlikely to have a

variance greater than C. A penalised complexity prior on this parameter would give lesser

weight to values far from 0, and especially to values higher than C. All Bayesian models

presented in this thesis are fit using priors that penalise complexity, where possible.

2.4 The Besag-York-Mollié Model

The Besag-York-Mollie (BYM) model [67] describes discrete spatial data through a com-

bination of random effects at the area level, accounting for spatial dependence and purely

random residual variation between areas. Specifically, a BYM model across a set of areas

i is of the form

ηi = β0 + βxi + ui + vi

where β0 is the overall mean and xi a vector of fixed effects with corresponding coeffi-

cients β. The ui are spatially correlated random effects, normally distributed with mean

defined by the average value of its neighbours and variance decreasing with the number of

neighbours, di. For neighbouring areas j of i (denoted i ∼ j),

ui ∼ N


 1

di

∑

i∼j

ui,
σ2
u

di




The random effects vi are also normally distributed but independent, with zero mean and

variance σ2
v

vi ∼ N(0, σ2
v)
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The Besag-York-Mollié model may be re-parameterised in order for it to be specified with

priors that penalise its complexity [68], creating a default assumption that observations

in each area are independent and not correlated with their neighbours. As opposed to

a direct sum of ui + vi, the formula is rearranged to create a weighted sum between the

spatially-structured and unstructured area-level effects, with a mixing parameter ϕ ∈ [0, 1]

dictating the relative contribution of each. Specifically,

(√
ϕui +

√
1− ϕvi

) 1√
τ

The mixing parameter ϕ can be given a prior which puts more weight on the purely

random, unstructured effect, only incorporating strong spatial dependence when the data

support it. The remaining parameter is the marginal precision τ > 0 of the combined

spatial effect, which is assigned a penalised complexity prior with little weight on values

above a specified upper bound. This puts most weight on small values of τ that correspond

to large variability between areas.

2.5 The Stochastic Partial Differential Equation Model

When data are indexed continuously in space (e.g. by latitude and longitude), the under-

lying process can instead be modelled with a Gaussian random field (GRF). A GRF is a

continuous random process in two dimensions where the value at any finite subset of points

follows a multivariate normal (MVN) distribution. The GRF is defined by a range and

a variance parameter, dictating the distance to which correlation between two points is

evident, and the variance dictates how much (on average) the value of the field differs from

its overall mean, respectively. These can both be assigned penalised complexity priors,

giving preference for a constant field with infinite range and zero variation.

The INLA approach does not directly apply to a continuously-indexed GRF as the Markov

property (on which the approach depends) does not naturally hold. However, if a par-

ticular covariance function is assumed (the Matérn covariance function), the process can

be expressed as the solution to a set of stochastic partial differential equations (SPDE)

[69]. By approximating continuous space with a triangular partition or “mesh”, this so-

lution can be represented as a weighted sum across the finite set of vertices (nodes), with

piece-wise linear basis functions defined to translate the solution at the nodes to any point

within the triangle. The Markov property can then be assumed for this discretised process

- yielding a GMRF - and hence may be fit using INLA.
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2.6 Disaggregation regression

Disaggregation regression exploits associations between disease incidence and environ-

mental and/or climatic conditions which can be measured at a fine spatial resolution (for

example via satellite imagery), to infer local-level variation from spatially-aggregated data.

The naive application of covariate relationships estimated on an area level to a finer scale

is known as “ecological fallacy” and usually leads to incorrect conclusions; relationships

measured across groups may easily be contradicted or even reversed when assessed within

groups. Disaggregation regression avoids this fallacy by defining a model on a pixel scale

then aggregating the counts across pixels to a likelihood on the area level, weighted by pop-

ulation count. A continuous spatial field across pixels and independent area-level random

effects are used to model any spatial structure unexplained by the given covariates.

Specifically, for incidence rate r in pixel j in block i with location sij ,

log(rij) = β0 + βXij + ui + ϵij

where Xij are covariate values for pixel j in block i, ui is a block-level IID random effect

with precision τ and ϵij is a spatially-correlated noise term, modelled as a Gaussian random

field across pixels with Matern covariance structure parameterised by range ρ and scale σ.

Assuming case counts per pixel to be Poisson-distributed and conditionally independent

given this defined risk surface, the observed total case count in block i also follows a

Poisson distribution, with mean obtained by aggregating rij via a weighted raster aij (i.e.

the population raster) over all pixels j in i

yi ∼ Pois




Ni∑

j=1

aijrij




The likelihood of the observed sums of pixel counts across areas can be computed according

to this distribution, and posterior marginals for the model parameters β0, β, τ, ρ and σ -

given the data - are estimated using a Laplace approximation [70, 71].

2.7 Application of these methods in the thesis

Chapter 3 evaluates the endemic-epidemic framework for producing short-term forecasts

of VL diagnoses, exploring how the incremental introducton of complexity to the differ-

ent model components affects fit and out-of-sample predictive power. In Chapter 4, I
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investigate how well the disaggregation approach can replicate village level disease burden

from block level incidence and a set of environmental covariates, comparing it against a

robust statistical method commonly used for fine-scale mapping (random forest). Chap-

ter 5 applies the SPDE method to model a continuous pattern of spatial variation in VL

diagnosis delays between villages, exploring the relative contribution of individual and

village level covariates in explaining this residual spatial pattern. Finally, in Chapter 6, I

use the BYM model alongside temporally-dependent random effects to capture variation

in reported cases and deaths between UK local authorities over the course of the first

COVID-19 epidemic wave. Each chapter will describe in further detail how the specific

modelling approach was applied and evaluated, in order to address the particular question

of interest.
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Chapter 3

A spatio-temporal approach to

short-term prediction of visceral

leishmaniasis diagnoses in India

At the time of writing, the WHO target for VL in India was to reduce incidence levels

to less than one case per ten thousand population at the block level. This policy was the

motivation for this piece of work, with an aim to explore the feasibility of projecting recent

trends in incidence forward at short time horizons in order to better monitor the progress

of each block towards this target. Routine surveillance monitors incidence rates per block

in order to identify high-, moderate- or low-endemicity and determine intervention plans.

Block-level incidence was also used to monitor regional elimination status with respect to

the number of blocks above or below the target. This approach does not take into account

that risk is shared across administrative boundaries and, as such, a block defined as low-

or non-endemic does not imply that it is at low risk of transmission or reintroduction in

the future. This analysis used an existing framework to model the dependence of monthly,

block-level incidence rates on the recent past, both within the same block and across its

neighbours.

This paper was submitted to PLOS Neglected Tropical Diseases in October 2019 and

published in July 2020.
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Abstract

Background

The elimination programme for visceral leishmaniasis (VL) in India has seen great progress,

with total cases decreasing by over 80% since 2010 and many blocks now reporting zero

cases from year to year. Prompt diagnosis and treatment is critical to continue progress and

avoid epidemics in the increasingly susceptible population. Short-term forecasts could be

used to highlight anomalies in incidence and support health service logistics. The model

which best fits the data is not necessarily most useful for prediction, yet little empirical work

has been done to investigate the balance between fit and predictive performance.

Methodology/Principal findings

We developed statistical models of monthly VL case counts at block level. By evaluating a

set of randomly-generated models, we found that fit and one-month-ahead prediction were

strongly correlated and that rolling updates to model parameters as data accrued were

not crucial for accurate prediction. The final model incorporated auto-regression over four

months, spatial correlation between neighbouring blocks, and seasonality. Ninety-four per-

cent of 10-90% prediction intervals from this model captured the observed count during a

24-month test period. Comparison of one-, three- and four-month-ahead predictions from

the final model fit demonstrated that a longer time horizon yielded only a small sacrifice in

predictive power for the vast majority of blocks.

Conclusions/Significance

The model developed is informed by routinely-collected surveillance data as it accumulates,

and predictions are sufficiently accurate and precise to be useful. Such forecasts could, for

example, be used to guide stock requirements for rapid diagnostic tests and drugs. More
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comprehensive data on factors thought to influence geographic variation in VL burden could

be incorporated, and might better explain the heterogeneity between blocks and improve

uniformity of predictive performance. Integration of the approach in the management of the

VL programme would be an important step to ensuring continued successful control.

Author summary

This paper demonstrates a statistical modelling approach for forecasting of monthly vis-

ceral leishmaniasis (VL) incidence at block level in India, which could be used to tailor

control efforts according to local estimates and monitor deviations from the currently

decreasing trend. By fitting a variety of models to four years of historical data and assess-

ing predictions within a further 24-month test period, we found that the model which best

fit the observed data also showed the best predictive performance, and predictive accuracy

was maintained when making rolling predictions up to four months ahead of the observed

data. Since there is a two-month delay between reporting and processing of the data, pre-

dictive power more than three months ahead of current data is crucial to make forecasts

which can feasibly be acted upon. Some heterogeneity remains in predictive power across

the study region which could potentially be improved using unit-specific data on factors

believed to be associated with reported VL incidence (e.g. age distribution, socio-eco-

nomic status and climate).

Introduction

Visceral leishmaniasis in India

The short-term forecasting of diseases targeted for elimination can be a important manage-

ment tool. Visceral leishmaniasis (VL) is the acute disease caused by Leishmania donovani,
which is transmitted through infected female Phlebotomus argentipes sandflies. In India, the

burden of disease is largely contained within the four northeastern states of Bihar, Jharkhand,

Uttar Pradesh and West Bengal, with the rural state of Bihar most broadly affected [1–3].

Incidence of VL in India has decreased substantially since the initiation of the regional

Kala-Azar Elimination Programme (KEP), which aims to tackle the disease across the Indian

subcontinent through enhanced case detection and treatment and reduction of vector density

[4]. As a result, reported cases have fallen from 29,000 in 2010 to less than 5,000 in 2018 [3, 4].

The overall target of the programme is to reduce incidence to less than 1 case/10,000 people/

year within each “block”. Blocks are administrative sub-divisions of a district with population

sizes varying from thirty thousand to several million, depending on geographic area and the

proportion of urban and rural habitation. As a consequence, the target equates to an absolute

total of between three and two hundred cases per year. To support the elimination effort, data

are reported to a central repository (Kala-Azar Management Information System, KA-MIS) to

construct line lists including the date and location of every diagnosed case.

Despite the overall decrease in incidence, there is considerable heterogeneity between

blocks (Fig 1). In some blocks cases are now few and far between, while others remain substan-

tially affected from year to year. The combination of the decrease and the heterogeneity raises

the need for a more targeted approach; the finite resources available must be distributed effi-

ciently to continue progress. Additionally, history has shown that VL has the potential to

develop into large epidemics [5–7] and hence it is important that localised pockets of incidence
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are not overlooked. Intervention when incidence is low is required to prevent the trajectory

from turning upwards again, as cycles of VL incidence appear to occur with a frequency of 10-

20 years [8].

The primary aim of this paper is to ascertain the potential utility of predictions based solely

on routinely-collected surveillance data, within a ready-made, rapid and relatively easy-to-use

framework. Such predictions could serve two purposes; firstly to support logistics, for example

in setting minimum stock levels of rapid diagnostic tests and drugs, and secondly to provide

an early warning if the number of cases starts to resurge. For this modelling framework to

be useful to the elimination programme, it is essential that its predictions are sufficiently accu-

rate. Hence we make predictive accuracy of the forecasting approach the focus of the model

selection.

Forecasting and spatio-temporal analysis

There have been many attempts at forecasting the various forms of leishmaniasis across the

three affected continents. Lewnard et al. (2014) [10] employ a seasonal ARIMA (Auto-Regres-

sive Integrated Moving Average) model to predict cutaneous leishmaniasis in Brazil, incorpo-

rating meterological data and evaluating one, two and three month ahead forecasts. More

recently, Li et al. used an extended ARIMA model to predict incidence in Kashgar prefecture,

China [11]. However, neither of these attempts to capture spatial variation. Epidemiological

data, in particular regarding infectious disease, are often both temporally and spatially corre-

lated. That is to say, as well as incidence at one point in time being related to incidence in the

Fig 1. Estimated incidence per 10,000 population per block in 2018, for Bihar and the four endemic districts of Jharkhand (Dumka, Godda,

Sahibganj and Pakur). Incidence is estimated according to reported cases in KA-MIS with diagnosis date in between 01/01/2018 and 31/12/2018 and block

populations projected from the 2011 census according to decadal, block-level growth rates [9]. Black lines indicate block boundaries. The affected blocks of

Jharkhand on average have much higher incidence than Bihar and can be seen in the bottom right of the map. Blocks marked grey had no reported cases

during the study period.

https://doi.org/10.1371/journal.pntd.0008422.g001
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past, incidence in one area is also related to incidence in nearby areas. Mapping reported VL

incidence in India at the block level demonstrates the presence of spatial correlation (Fig 1),

with concentrated regions of high incidence appearing in West Bihar and Jharkhand. This

could be due to similar geographic and demographic characteristics of neighbouring blocks,

or the spread of infection by regular population movement. The seasonal cycle of incidence

and overall decreasing trend (Fig 2) are clearly evident in aggregated case counts.

Several statistical approaches have been developed to model count data in space and time.

These methods have been largely developed and used for understanding the drivers of pat-

terns, often incorporating additional covariate information describing climate, geography or

demography [12, 13] Dewan et al. [14] employ scanning techniques for a regional analysis

solely of case data, but do not utilise the approach for prediction. Paixão-Seva et al. (2017) [15]

simultaneously model the infected human, vector and dog populations in relation to land-

scape, climatic and economic factors, and in particular use proximity to a highway and gas

pipeline as indicators of human movement. Where aetiology is not the focus, analyses often

incorporate GPS locations of cases to identify hotspots and predict disease spread at a local vil-

lage or household level [16], or across health facilities [17].

In the case of VL on the Indian subcontinent, environmental data are difficult to obtain

in real-time at a sufficient spatial and temporal scale for forecasting purposes, and GPS data

have not been routinely or uniformly collected across the affected region. As such, statistical

Fig 2. Total monthly reported cases across the study region. The annual cycle (peaking between January and April) and overall decreasing trend are clear

at this aggregate level.

https://doi.org/10.1371/journal.pntd.0008422.g002
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approaches to spatio-temporal analysis have been broadly limited to specific study regions

within which additional data were collected [18]. Predictions on a regional level have so far

been the remit of transmission dynamic modelling [19]. We aim to make use of the reliable

and near-complete date and area data within the KA-MIS system, for the whole state of Bihar

and the affected region of Jharkhand, to understand how well future cases could be predicted

solely from the surveillance data of previous cases. As far as we are aware, no previous attempt

has been made to forecast VL at this spatial scale and with this level of coverage for the Indian

endemic region.

Often the model which best fits observed data is selected for forecasting, yet goodness of fit

does not guarantee predictive power. We therefore also investigate the relationship between

the fit and predictive power.

Model framework

A natural modelling approach is to consider the cases in each month in each block as a func-

tion of cases in the previous month and in neighbouring blocks. A model framework devel-

oped in [20, 21] has been applied previously for modelling cutaneous leishmaniasis in

Afghanistan [22]. This framework decomposes the distribution of counts at each point in

space and time into three components (auto-regressive, neighbourhood and endemic):

• Auto-regressive (AR) The contribution of previous incidence in the same block to current
incidence. A choice must be made about time period of previous incidence considered (i.e. the
number of months).

• Neighbourhood (NE) The contribution of previous incidence in surrounding blocks to current
incidence. A choice must be made about both the time period and spatial extent considered (i.e.
neighbours, neighbours of neighbours etc.), with indirect neighbours assigned decaying weights,
for example, according to a power law.

• Endemic (END) A function describing the intrinsic incidence related to block factors (such as
geography or demography) or seasonality.

The sum of these components forms the mean structure for a negative binomial distribu-

tion used to model the count in each block and month. The epidemic component consists of

both auto-regression and spatial/spatio-temporal regression. The maximum distance in space

or time at which we assume one block-and-month count affects another is referred to as the

maximum spatial or temporal lag. The endemic component attempts to explain any remaining

variation, potentially due to overall temporal trends, population size and other unit-specific

factors.

In addition to the genuine epidemiology of VL, there is an intermediary process of detec-

tion and reporting which contributes to the distribution of case counts. A new case in a previ-

ously unaffected area triggers active case detection (ACD) which continues for twelve months,

therefore contributing to the pattern of temporal correlation. In other words, one case is likely

to be promptly followed by more cases—not only because of transmission but also as a result

of increased, localised detection effort. We therefore explored a flexible, distributed lag struc-

ture [23] which extends the range of spatio-temporal interaction by allowing incidence over

multiple previous months to contribute to both the auto-regressive and spatial elements.

The selection of an optimal lag length has been investigated for distributed lag models in one

dimension (i.e. time alone) [24], but the impact of introducing a spatial component has not

been thoroughly discussed. A strong interdependence between the autoregressive and neigh-

bourhood components is introduced by simultaneously incorporating past information from
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the same block and the neighbourhood of that block in a distributed lag model; each block

affects subsequent incidence in its neighbours, which in turn affects subsequent incidence in

the original block. We apply a semi-systematic approach which attempts to optimise the tem-

poral and spatial lags simultaneously such that one does not mask the effect of the other.

Evaluation of forecasts

The three components described in the previous section (Model Framework) have arbitrary

complexity and lead to a large number of candidate models. A key issue is therefore to iden-

tify the best-fitting model, or a set of well-fitting models, and to assess to which degree good

in-sample (or retrodiction) performance translates to out-of-sample forecasting perfor-

mance. In-sample performance is widely assessed via the Akaike information criterion

(AIC). The AIC balances the model fit and complexity, and has been recommended for

model selection for prediction purposes [25]. To assess performance of probabilistic fore-

casts it is standard to use proper scoring rules [21, 26–29], which offer more detailed scrutiny

of the prediction than measures of absolute or squared error (as used, for example, in [30])

by taking into account the whole predicted distribution. In fact, the ranked probability score

(RPS) can be considered a generalisation of absolute error, to which it reduces if the forecast

distribution consists of a single point. Proper scoring rules measure simultaneously the cali-

bration and sharpness of forecast distributions; they capture the model’s ability to predict

both accurately and precisely but also to identify its own uncertainty in that prediction [28].

With a well-calibrated model the observed values should appear as having come from the

predicted distribution at that point, and we want as precise or sharp a predicted distribution

as possible while maintaining that calibration. In contrast, the mean absolute error for exam-

ple only evaluates how well the central tendency of predictions aligns with the observations.

We utilise the ranked probability score (RPS) [26] averaged over all predicted time points

(502 blocks � 24 months, so 12048 test predictions), which for a predictive distribution P and

an observation x is defined as

RPSðP; xÞ ¼
X1

k¼0

½FPðkÞ � 1ðx � kÞ�2 ð1Þ

Here, FP is the cumulative distribution function of P and 1 is the indicator function. The RPS

thus compares the cumulative distribution function of P to that of an “ideal” forecast with all

probability mass assigned to the observed outcome x. We use this score rather than the loga-

rithmic score as it is considered more robust [31], and we wish to assign some credit to fore-

casts near the observed value. The score is negatively oriented, meaning that smaller values

are better.

Calibration can in addition be assessed using probability integral transform (PIT) histo-

grams. The PIT histogram shows the empirical distribution of FP;i(xi) for a set of independent

forecasts i = 1, . . ., I. We here use an adapted version for count data suggested by Czado et al

[26]. If the forecasts are calibrated, the histogram should be approximately uniform. U and

inverse U-shaped PIT histograms indicate that the forecasts imply too little or too much vari-

ability, respectively.

A closely-related summary measure which is easy to communicate are empirical coverage

probabilities [31]. We will provide coverage probabilities of central 50% and 80% prediction

intervals (reaching from the 25% to 75% and 10% to the 90% quantiles of the predictive distri-

bution, respectively). For a calibrated forecast, the empirical coverage probabilities should be

close to the nominal levels. However, in the context of sparse, low counts the discreteness of

the data often prevents achieving exactly the nominal coverage level. Prediction intervals can
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then either be slightly conservative (too high coverage), which is usually preferred in practice,

or slightly liberal.

Our hypothesis is that models constructed with the surveillance framework to accommo-

date spatio-temporal correlation in disease incidence can provide significantly more accurate

predictions (in terms of sharpness and calibration) than a purely parameter-driven (i.e. inde-

pendent of history and spatial context) model with overall mean and linear time trend. Ini-

tially, we examine and discuss the relationship between model complexity, its ability to

describe past data (i.e. its fit) and its ability to predict the next month. We then apply this

understanding to select an optimal model for prediction with a semi-systematic approach,

before comparing its predictive ability for different time horizons.

Materials and methods

Ethical approval

Ethical clearance was granted by the Observational/Interventions Research Ethics Committee

at LSHTM (ref: 14674), subject to local approval. Local approval to use this data was granted

by Dr Neeraj Dhingra, director of the National Vector Borne Disease Control Programme

(GoI). Individual consent was not required as all data were analysed anonymously.

Data

Access to the KA-MIS database of VL cases was provided by the National Vector Borne Dis-

ease Control Programme (NVBDCP) and facilitated by CARE India. Individual case records

were downloaded for Bihar and Jharkhand, restricted to diagnosis date between 01/01/2013

and 31/12/2018 and then aggregated by block and diagnosis month. This gave reported case

counts for 441 blocks. The KA-MIS data were merged with data from the 2011 census [9]

(compiled by CARE India) for the two states to produce the final data set, including endemic

blocks which had no reported cases during the study period and hence did not appear in

KA-MIS. Because we incorporate spatial correlation into the model, it is necessary to not have

“holes” of missing data in the map. For individual blocks within the assumed “endemic” region

without any reported cases in certain months, case counts were assumed to be “true zeros”

since detection efforts should be consistent with the affected neighbouring blocks. The time

series for these blocks were imputed with zeros and therefore contributed to the fit of the

model. Four entire districts of Bihar, at the edge of the “endemic” region, (Gaya, Jamui, Kai-

mur and Rohtas) had no reported cases during the period, and were excluded from the

analysis.

The final analysis data set included 502 blocks across 38 districts of Bihar and Jharkhand

over 72 months.

Model structure

Due to considerable temporal variation in incidence within blocks, as a result of detection

effort and cases arising in “clumps”, the block-level monthly case counts are widely dispersed.

A negative binomial distribution was therefore used to model the block-level case counts

throughout.

All models fitted conform to the same negative binomial structure for case counts Yit given

previous incidence:

Yit j past � NegBin ðmit;ciÞ ð2Þ
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mit ¼ lt

XQ

q¼1

uqYi;t� q

|fflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflffl}
AR

þ�t

X

j6¼1

XQ

q¼1

wijuqYj;t� q

|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
NE

þnteit|{z}
END

: ð3Þ

where Yit denotes the reported case count in block i in month t with population eit, neighbour-

hood weights wij for neighbours j of block i, and overdispersion parameter ψi> 0 such that

Var(Yit) = μit(1+ ψi μit). Normalised weights uq for distributed lags q = 1, . . ., Q are defined

according to a scalar parameter p which is estimated from the data.

u0
q ¼ pð1 � pÞq� 1

; uq ¼
u0
q

PQ
q¼1

u0
q

ð4Þ

The log-transformed parameter of each model component is then defined by a linear

regression on any relevant covariates, Xit; in this case we consider time with sine and cosine

terms to replicate seasonal waves.

log ðltÞ ¼ βlXl

it; ð5Þ

log ð�tÞ ¼ β�X�

it; ð6Þ

log ðntÞ ¼ βnXn

it; ð7Þ

where β are the regression coefficients.

All models were fit using the R package surveillance [32] and its extension hhh4addon [33]

in R version 3.6.1 (2019-07-05) [34].

Investigating fit and prediction. Thirty random models were drawn from the set of pos-

sible formulations (where all three of the endemic-epidemic components are included in some

form) and compared on the metrics of interest. This informed the subsequent selection process

for the final prediction model.

Code used to produce the results in this paper is available from https://github.com/

esnightingale/VL_prediction_paper, along with a simulated version of the dataset from the

final selected model.

Model selection

During the selection process, all models were fit to the subset of months 5 to 48 in order to

make comparisons between maximum temporal lags up to four months. The remaining 24

months were then predicted sequentially in a “one-step-ahead” (OSA) approach to assess pre-

dictive power (as was applied in [10]), either with rolling updates to the fit (incorporating each

month’s data into parameter estimates to predict the next) or without (using only the training

set of data for all predictions) [22, 26]. The average RPS of these predictions served as the pri-

mary criteria for model selection, comparing between models of increasing complexity by

permutation test with a significance cut-off at 0.001. At the same time, average RPS was com-

pared to AIC from the model’s training period fit to assess the relationship between fit to the

“observed” data and future prediction.

The following elements were considered for inclusion in the model:

• Log of population density as a covariate in the endemic component, in place of population

fraction offset.

PLOS NEGLECTED TROPICAL DISEASES Forecasting visceral leishmaniasis diagnoses in India

PLOS Neglected Tropical Diseases | https://doi.org/10.1371/journal.pntd.0008422 July 9, 2020 8 / 21



• Seasonal variation and linear trend within the coefficients of all three components, serving

to vary the relative strength of each component over time.

• Distributed temporal lags up to 4 months, with decaying weights according to a geometric

distribution.

• Spatial lags up to maximum of 7th order neighbours, with weights decaying according to a

power law (wij ¼ o� dij , where oij is the neighbourhood order of blocks i and j, and the decay

exponent d is to be estimated).

• Intercept of log population density in the neighbourhood component (Gravity Law), to

reflect that blocks of high population density may be more strongly influenced by their

neighbours due to migration.

• District and state-specific dispersion, allowing the variation in incidence to differ between

spatial units.

It was not feasible to allow a block-specific dispersion parameter since many blocks had too

few cases to obtain stable estimates.

Finer details of the model selection process are included in S1 Text.

Empirical coverage probabilities. As an alternative measure of prediction utility, we

calculated the empirical coverage of prediction intervals produced by each model, with

respect to the observed counts. This describes the proportion of points in the test period for

which the observed count fell within the middle 50% or 80% of the predicted distribution.

For an ideal forecast the empirical coverage will match the nominal level. An empirical cov-

erage probability cannot be considered “strictly proper” [21, 26, 31], as the RPS score is, and

hence does not favour sharpness in addition to calibration. However, a high coverage quan-

tile interval may provide useful lower and upper bounds for expected incidence. For more

detail see S1 Text.

Longer prediction horizons. For the final model, further predictions were calculated

based on a rolling window of three and four months. As with the rolling OSA approach, the

model was initially fit to the training set (months 1, . . ., t) and this fit used to predict month

t + 3. The model was then updated with the data from t + 1 in order to predict t + 4, and so on,

in a similar fashion to Lewnard et al. [10]. The RPS of one, three and four month ahead predic-

tions were compared to assess the loss in accuracy with a longer time horizon.

Results

Preliminary analyses of dispersion and exploration of temporal lags are described in S2 Text.

Random model assessment

According to the thirty random models drawn, fit and prediction were found to be strongly

correlated (Fig 3A). Predictions were calculated based on either a rolling fit (incorporating

each month’s data into parameter estimates to predict the next month) or fixed fit (using

parameters fit to the training set only for all predictions). The scores for both prediction

approaches were very similar for most models, suggesting that the processes defined in these

models are consistent over time and hence the quality of prediction does not depend on reg-

ular model updates (Fig 3B). This is noteworthy since in practice it may not be possible to

update the fits on such a regular basis. Selecting the model based on RPS of predictions from

a fixed model fit would best reflect the constraints of reality and be the more conservative

approach.
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Model selection

As was found with the random model set, the final selected model which demonstrated the

highest predictive power as measured by RPS also achieved the closest fit to existing data. Ini-

tially, no more than two distributed AR lags could be added to the model without yielding

evidence of miscalibration in the predictions. However, once the neighbourhood component

was added in the third stage of selection, increasing the AR lags to four months significantly

improved both AIC and RPS with no evidence of miscalibration. At this point the endemic lin-

ear trend lost significance and therefore was removed in subsequent models. The AIC, RPS

and empirical coverage probabilities for all models considered in the selection process are

shown in Fig 4. Fit and prediction metrics for all models are given in S1 Table. and PIT histo-

grams for the models selected at each stage are compared in S3 Fig.

We found that as RPS and AIC were improved, the empirical coverage probabilities of pre-

diction intervals were increased far beyond their nominal level. With the final model (Model

no. 42), only 5.4% (652/12048) of observations fell outside the 10-90% interval, with an average

interval width of just three possible case counts. This predicted distribution is much more

conservative in its coverage than a simple linear trend model (coverage 10-90% = 0.905) but

attains substantially better fit and RPS, suggesting that more of the improvement comes in the

form of calibration. The conservative 90% predicted quantile provides a reliable upper limit

for the next month’s incidence, to which a management plan could be defined accordingly.

The 25-75% prediction interval was found to be of limited use since, with very low counts

across the majority of the region, this interval often consists of only a single value. The median

would be a more interpretable value to report.

Fig 3. Comparison of predictive performance and model fit, and predictive performance for training period fit and rolling fit updates, for models

with randomly selected components. (A) AIC versus RPS for 30 randomly selected models. AIC is calculated from the fit to the training period only

(months 13 to 48) and RPS from one-step-ahead predictions (months 49 to 72) based on the same fit. According to this random sample, fit and prediction

are strongly correlated; the model which fits best to the observed data produces the best one-step-ahead predictions. (B) RPS of predictions based on the

fixed training set fit versus rolling fit updates. Predictive power is very similar between the two prediction approaches.

https://doi.org/10.1371/journal.pntd.0008422.g003
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Final model

The final model consists of a negative binomial distribution with a single dispersion parameter

and the following mean structure:

mit ¼ lit

X4

q¼1

uqYi;t� q þ �it

X

j6¼i

X4

q¼1

wijuqYj;t� q þ eitnit ð8Þ

log ðnitÞ ¼ an ð9Þ

Fig 4. Measures of fit and predictive power throughout the model selection process. Figures illustrate the models tested in chronological order from left

to right, with each stage indicated by a different colour. Models were selected at each stage based on the biggest reduction in RPS, subject to calibration;

these are identified by hollow points, and the final selected model by a star. For the two variants on the coverage probability, average quantile interval width

(representing uncertainty in the predicted case count) is shown on the right axis and by the grey dashed line. Interval width is determined by the count at

the upper quantile minus the count at the lower, hence an interval width of two covers three possible count values (e.g. 2, 3, 4).

https://doi.org/10.1371/journal.pntd.0008422.g004
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The model fit is dominated by auto-regression; the majority of information with which to

predict the current month comes from incidence in the previous four months, with season-

ally-varying strength. Since the contribution of each component is modelled on a log scale

these parameters have a multiplicative effect, hence the range of the seasonal AR component

(approx. [0.6, 0.8]; see S4 Fig) indicates that each month’s count is expected to be a certain

fraction of the weighted average of the counts over the last four months. This occurs over all

blocks and therefore amounts to an overall decreasing trend. After accounting for auto-regres-

sion, it was found that the neighbourhood effect did not extend beyond directly bordering

blocks with respect to prediction. Seasonality within this component also serves to vary the

magnitude of the effect throughout the year.

The contribution of an endemic trend was found to be negligible, reflecting the lack of

homogeneity across blocks, and was therefore not included; the reduction in total incidence

comes entirely from each block’s autoregressive pattern. Block-specific covariate data (e.g.

relating to socio-economic or geographic features of the area) would contribute to this compo-

nent and potentially reveal associations which are consistent across blocks. Random intercepts

were tested in the endemic component to capture unexplained block variation, yet did not

improve predictive power in a basic model and caused convergence issues in more complex,

distributed-lag models.

The relative contributions of the three model components are illustrated for the four blocks

with highest average monthly incidence (Gopikandar, Kathikund, Boarijor and Sundarpahari)

in Fig 5.

Predictive performance. The final model achieved an overall RPS for one-step-ahead

prediction of 0.420, 36% lower than the null (non-spatial and non-autoregressive) model and

8% lower than the best non-spatial model, with individual block-wise averages ranging from

4.3 × 10−5 to 3.47. This equates to a mean absolute error of 0.58, a 30% reduction from the null

model. That the RPS is lower than the MAE implies the probabilistic forecast is preferable to a

simple point forecast.

Model selection was performed based on the model’s mean RPS across all blocks and the

whole test period but beneath this overall score is a broader distribution of scores for each

block-month prediction, influenced by peaks, troughs and otherwise unusual incidence pat-

terns. The histogram in Fig 6 illustrates the distribution over blocks, demonstrating that the

final model is able to predict accurately and precisely across the majority of the region, yet

there is a small subset of blocks with more widely varying RPS. It should be noted that the

overall performance of the model is strongly influenced by blocks with almost no incidence as

these yield the very lowest scores. Similarly, there is some correlation between the blocks for

which the model performs least well, and the blocks which have historically demonstrated the

highest average incidence since higher counts are harder to predict than zeros or single cases.

The blocks with the highest RPS also tend to exhibit sporadic patterns or have experienced

sudden, sharp changes in incidence (potentially outbreaks) within the test period, which can-

not be reproduced by a model primarily informed by an average of past incidence. Examples

of these patterns are illustrated in S5 Fig.
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Pakur, Maheshpur, Boarijor and Sundarpahari in Jharkhand (RPS ¼ 3:47; 2:70; 2:58

and 2:58; resp:) experienced substantial jumps in incidence between May and July 2017, con-

stituting differences of up to 27 cases from one month to the next. Paroo (RPS ¼ 3:07) showed

a particularly erratic pattern of cases within the test period, with spikes of 21 and 19 cases sepa-

rated by a few months of�5 cases and a subsequent fall to just one case by December 2018.

Incidence in Garkha has also been inconsistent and appeared to have been on the rise in recent

years, until a similar fall at the end of 2018. It should be noted that additional case detection

efforts in Jharkhand at the start of 2017 will likely have contributed substantially to the

observed spikes at this time.

Three- and four-month-ahead prediction. For the final model, further predictions were

calculated based on rolling windows of three and four months. Fig 7 illustrates that the longer

time window did not result in a substantial loss in predictive power, with block-wise RPS very

similar for the majority of blocks. When compared over the same predicted months, the differ-

ences in RPS between one-month-ahead prediction and three-/four-month-ahead were found

to be small but statistically significant (-0.024 and -0.028, resp.; p< 0.0001 for both). In terms

of the empirical coverage, 85.4% of test period observations were captured in the middle 50%

Fig 5. Model fit for the four blocks with highest average monthly incidence (Gopikandar, Kathikund, Boarijor, and Sundarpahari, all in Jharkhand).

The observed case counts are indicated by black points and the coloured regions illustrate the relative contribution of the different model components. The

contribution of the endemic component is negligible therefore barely visible. The fitted value from the model falls at the upper edge of the coloured region.

https://doi.org/10.1371/journal.pntd.0008422.g005
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of the predicted distribution based on a three month window, and 85.7% with a four month

window.

Figs 8 and 9 illustrate the coverage of 45-55%, 25-75% and 10-90% prediction intervals for

the block with the highest RPS of 3.47 (Pakur, Jharkhand) and a block with RPS of 1 (Bhag-

wanpur, Bihar). For Pakur, RPS is strongly influenced by the model’s inability to match the

spike in 2017, yet the incidence in surrounding months is well represented.

Discussion

We have presented the evaluation of a predictive model of VL in Bihar and four endemic dis-

tricts in Jharkhand, demonstrating a substantial (36% lower RPS) benefit from incorporating

spatial and historical case information when compared to a non-spatial, linear trend model.

To the best of our knowledge, this is the first time the spatio-temporal correlation of incidence

at block level across all the endemic districts of Bihar and Jharkhand has been quantified. We

have empirically investigated the performance of different models on prediction performance

rather than model fit and produced a statistical model that is capable of accurate forecasting.

Such a framework can be used as an important tool for management of endemic diseases.

Given the lack of an effective vaccine and evidence that indoor residual spraying of insecti-

cide fails to significantly reduce sandfly densities and VL incidence in sprayed villages [35, 36],

Fig 6. Distribution of time-averaged ranked probability scores across all 502 blocks. Low values reflect accurate and precise prediction. The majority of

blocks fall below 1 with a subset for which predictive power varies widely.

https://doi.org/10.1371/journal.pntd.0008422.g006
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rapid diagnosis and treatment is currently the best method of control. With a block-level esti-

mate of the likely number of cases to arise over the next few months, local management teams

could take steps to ensure they are prepared. For example, the 90% quantile of the predicted

distribution could be used to inform block-specific minimum stock levels for rapid diagnostic

tests and drugs.

In practice, the prediction interval is constrained by the efficiency of the reporting process;

the time taken to process diagnosis reports and input the information into the database sets a

minimum horizon at which predictions would be genuinely prospective and therefore of prac-

tical use. In this paper we have assumed a delay of two months until a month’s data can be con-

sidered complete, which would necessitate making predictions at least three months ahead of

Fig 7. Time-averaged (over months 52-72 for comparability) RPS for three- (A) and four-month-ahead (B) predictions versus one-month-ahead.

Scores are closely matched for the majority of blocks (where RPS < 1:5) but the differences increase for blocks which are harder to predict.

https://doi.org/10.1371/journal.pntd.0008422.g007

Fig 8. One-, three- and four-step-ahead predictions (solid white line) with 10-90%, 25-75% and 45-55% quantile intervals, for Pakur block in

Jharkhand (RPS = 3:47 for one-step-ahead over months 49-72). Observations which fall outside the outer prediction interval are indicated by a cross.

https://doi.org/10.1371/journal.pntd.0008422.g008
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that point. However, conservative predictions based on preliminary month totals would still

likely be of use to the national control programme.

We have demonstrated here that rolling three-month-ahead predictions are a reasonable

approximation to one-month-ahead, but confidence is sacrificed for a minority of blocks as

the time horizon is increased. There is a need for discussion with local disease management

teams to determine the optimal balance between practicality and uncertainty with respect to

predictions. Moreover, the way in which we quantify the accuracy and utility of predictions

would benefit from some public health insight; it is highly likely that over- and under-estima-

tion would need to be weighted differently, which may alter which model is deemed preferable.

Ideally, the model structure would have been optimised according to predictive power on this

slightly longer time horizon, but this is not a trivial task and was deemed beyond the scope of

this paper.

There are also potential issues with movement of VL cases across international borders; in

particular, the international boundary with Nepal cuts through a VL endemic area, artificially

removing some aspects of spatial correlation. Ideally, we would take a regional perspective and

also include areas in neighbouring states that have more sporadic reported VL incidence.

It could be argued that the block-level is too coarse a spatial scale for modelling the spread

of an infectious disease. Outbreaks of VL occur on a smaller spatial and temporal scale than

has been applied here, therefore cannot be anticipated by this model. The transmission

dynamic models which are usually employed for this type of problem can be defined on a vil-

lage, household or even individual level [37], yet this more detailed picture demands many

more assumptions which are difficult to justify in this context. The sparseness of cases at this

point in the elimination process also means that aggregation at a finer temporal scale might

lead to issues with parameter estimation. The block is the unit at which control efforts are co-

ordinated, disease burden is monitored, and control targets are set, therefore predictions at

this level could prove to be a worthwhile compromise while more realistic transmission models

are developed. With more detailed location data, the spread of disease can be modelled as a

point process at the village or household level, potentially giving insight into the size and

movement of disease clusters or “hot-spots” over time. This technique has previously been

applied to the case of VL [38] and may be possible to extend to a larger study region in the

near future, following a recent effort to collect GPS co-ordinates of affected villages across

Bihar.

In this case the best-fitting model was found to be the best-predicting model. The similarity

of prediction and fitting results perhaps reflects the continuity of the processes creating the

Fig 9. Corresponding predictions for Bhagwanpur block in Bihar (RPS = 1:00).

https://doi.org/10.1371/journal.pntd.0008422.g009
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data. However, consideration of predictive power across the whole range of possible values

was key to determining an optimal temporal lag length for short-term prediction. Fit and over-

all predictive power favoured a high number of lags in order to best capture the spatio-tempo-

ral correlation between neighbouring block counts, which appears to contribute to prediction

of sudden changes in incidence. However, auto-regression is the dominant model component

and appears to be captured by lags up to four months. It would be preferable to specify a differ-

ent lag length for the auto-regressive and spatial components but this is not currently imple-

mented in the surveillance framework. By inspection of PIT histograms, we were able to select

the lag length which balanced overall predictive power with capacity to predict at the upper

end of the range.

The model selection approach taken in this analysis is semi-systematic; it was not feasible

to assess every possible combination of model components. Therefore we aimed to home in

on a suitable model by adding components which gave the biggest improvement in predic-

tive performance out of a range of likely options. It was found that once the major compo-

nents were included in some form, further adjustment largely had the effect of redistributing

the variation attributed to each component and did not substantially alter fit or prediction.

There is only so much information within the time series of cases to feed the model, so pre-

dictive power quickly reaches a limit.

The analysis presented here aims to demonstrate the best that can be done with the minimal

information routinely collected by the current programme, but there is evidence that this

model still cannot fully account for the heterogeneity in incidence across the region. The lack

of geographic and/or demographic covariates beyond population size means that the endemic

component in this model is negligible; almost all our information comes from the spatio-tem-

poral correlations, underlining the need for up-to-date data in order to make accurate predic-

tions. Associations between VL incidence and, for example, age and socio-economic quintiles

have been demonstrated [18, 39], which may give rise to varied endemic patterns at the block

level. This unknown variation could in theory be quantified by random effects within this

model framework, but convergence issues (likely due to the large number of zero-counts)

made this infeasible in practice.

There is clearly a limitation of fitting such a model over a large number of highly heteroge-

neous units with minimal unit-specific information. Model selection was performed based on

an average score over all blocks and time points for which predictions were made; a model is

therefore chosen which predicts well overall, but in doing so sacrifices predictive power for a

minority of blocks which do not follow the general trend. Zero counts dominate over all time

and space, and the variance of the negative binomial distribution with a universal dispersion

parameter is still too restrictive to account for blocks with the highest counts. It is in these

areas where additional information on potential predictors of incidence could prove most

valuable.

The variation in case counts may be better explained by a zero-inflated process, and the

extent of zero-inflation will likely become more prominent as elimination is approached.

Bayesian hierarchical models can be used to distinguish sources of variation at different lev-

els and have the benefit of accommodating any informal or incomplete understanding of the

transmission process within prior distributions for model parameters. These models have

until recently been commonly implemented using Markov Chain Monte Carlo (MCMC)

[40], which is computationally intensive for data rich in both space and time. They are how-

ever becoming increasingly accessible as a tool for inference and prediction, thanks to user-

friendly wrappers which take advantage of fast computation using Integrated Nested Laplace

Approximations (INLA) [41]. We will explore this approach in future work.
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Conclusion

We have demonstrated a framework for forecasting VL incidence at subdistrict level in India

which achieves good predictive performance based on the available routinely collected surveil-

lance data. This framework could be used to make short-term forecasts to provide an early

indication of where case numbers are higher (or lower) than expected and to support the logis-

tics of the elimination programme.
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modelling of climate-sensitive disease risk: Towards an early warning system for dengue in Brazil. Com-

puters & Geosciences. 2011; 37(3):371–381. https://doi.org/10.1016/j.cageo.2010.01.008

13. Amro A. Epidemiology and spatiotemporal analysis of visceral leishmaniasis in Palestine from 1990 to

2017. International Journal of Infectious Diseases. 2020; 90:206–212.

14. Dewan A, Abdullah AYM, Shogib MRI, Karim R, Rahman MM. Exploring spatial and temporal patterns

of visceral leishmaniasis in endemic areas of Bangladesh. Tropical Medicine and Health. 2017; 45

(1):29. https://doi.org/10.1186/s41182-017-0069-2
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32. Höhle M, Meyer S, Paul M. Surveillance: Temporal and Spatio-Temporal Modeling and Monitoring of

Epidemic Phenomena; 2016. Available from: https://cran.r-project.org/package=surveillance.

33. Bracher J. hhh4addon: Extensions to endemic-epidemic timeseries modeling from package surveil-

lance; 2018. Available from: https://github.com/jbracher/hhh4addon.

34. R Core Team. R: A Language and Environment for Statistical Computing; 2019. Available from: https://

www.r-project.org/.

PLOS NEGLECTED TROPICAL DISEASES Forecasting visceral leishmaniasis diagnoses in India

PLOS Neglected Tropical Diseases | https://doi.org/10.1371/journal.pntd.0008422 July 9, 2020 20 / 21



35. Poche DM, Garlapati RB, Mukherjee S, Torres-Poche Z, Hasker E, Rahman T, et al. Bionomics of Phle-

botomus argentipes in villages in Bihar, India with insights into efficacy of IRS-based control measures.

PLoS Neglected Tropical Diseases. 2018; 12(1):1–20. https://doi.org/10.1371/journal.pntd.0006168

36. Picado A, Dash AP, Bhattacharya S, Boelaert M. Vector control interventions for Visceral Leishmaniasis

elimination initiative in South Asia, 2005-2010. Indian Journal of Medical Research. 2012; 136(1):22–

31.

37. Chapman LAC, Jewell CP, Spencer SEF, Pellis L, Datta S, Chowdhury R, et al. The role of case proxim-

ity in transmission of visceral leishmaniasis in a highly endemic village in Bangladesh. PLOS Neglected

Tropical Diseases. 2018; 12(10). https://doi.org/10.1371/journal.pntd.0006453

38. Mandal R, Kesari S, Kumar V, Das P. Trends in spatio-temporal dynamics of visceral leishmaniasis

cases in a highly-endemic focus of Bihar, India: an investigation based on GIS tools. Parasites & vec-

tors. 2018; 11(1):220. https://doi.org/10.1186/s13071-018-2707-x

39. Chapman LAC, Morgan ALK, Adams ER, Bern C, Medley GF, Hollingsworth TD. Age trends in asymp-

tomatic and symptomatic Leishmania donovani infection in the Indian subcontinent: A review and analy-

sis of data from diagnostic and epidemiological studies. PLOS Neglected Tropical Diseases. 2018;

https://doi.org/10.1371/journal.pntd.0006803

40. Jewell CP, Kypraios T, Neal P, Roberts GO. Bayesian analysis for emerging infectious diseases.

Bayesian Analysis. 2009; 4(3):465–496. https://doi.org/10.1214/09-BA417

41. Blangiardo M, Cameletti M, Baio G, Rue H. Spatial and spatio-temporal models with R-INLA; 2013.

Available from: https://www.sciencedirect.com/science/article/pii/S1877584512000846.

PLOS NEGLECTED TROPICAL DISEASES Forecasting visceral leishmaniasis diagnoses in India

PLOS Neglected Tropical Diseases | https://doi.org/10.1371/journal.pntd.0008422 July 9, 2020 21 / 21



Chapter 4

Inferring the distribution of

visceral leishmaniasis incidence

from data at different spatial

scales

4.1 Abstract

As discussed in Chapter 3, there is justification for moving towards a finer scale than

the block level for monitoring the progress of VL elimination in India as case numbers

dwindle. Projections of low incidence are difficult to act upon across broad regions of

unevenly-distributed communities, yet blocks with low but non-zero incidence cannot be

overlooked if the goal is to avoid resurgence and sustain elimination of the public health

problem. Conversely, an elimination setting inevitably demands a reduction in the in-

tensity of surveillance for sustainability in the long-term. Bihar’s population is spread

across 45-50,000 villages, with the vast majority unaffected by VL. Identifying spatial pat-

terns in incidence between nearby villages could help guide more efficient distribution of

interventions.

This chapter analyses village level incidence across the whole of Bihar. Spatial auto-

correlation in observed incidence and associations with local environmental conditions

are explored, and a statistical approach to infer village-level variation from more easily

obtained block-level data is evaluated. The disaggregation approach does not estimate

village-level incidence more accurately than a baseline prediction of block-homogenous

incidence. A robust village-level model also does not yield more accurate prediction than

49



baseline, suggesting that the limitations of disaggregation are not due to non-linear or in-

teracting covariate effects. Spatial autocorrelation is evident on a global scale but appears

weak between neighbouring villages within individual blocks, suggesting that an impor-

tant transmission mechanism may act stochastically and at a longer range, for example

due to migration.

Increasing the range of reactive interventions to neighbouring villages may not improve

efficacy. However, village-level surveillance allows rapid detection of further within-village

incidence in response to a single reported case. Increased routine surveillance among

more mobile population groups may also reduce the risk of reintroduction into previously

unaffected villages.

A version of this manuscript will be submitted for publication following completion of

the thesis. The code and the underlying data already permitted to be shared have been

made available in the following public repository https://github.com/esnightingale/

vl-village-level. The village level case data against which the models were validated

will be added once approval has been granted by CARE India. I conceptualised the

project, cleaned and constructed the spatially-referenced village level data, conducted the

analysis and drafted the manuscript, with supervision from Graham Medley and Oliver

Brady and methodological input from Tim Lucas. Ashley Schwartzer conducted initial

exploration and analysis of the village level case data for her Master’s thesis in 2019 [72],

which I co-supervised with Dr Lloyd Chapman.

4.2 Background

A key issue raised in previous work forecasting Visceral Leishmaniasis (VL) incidence

at the block level is the appropriateness of this geographic scale of inference for drawing

actionable conclusions. Spatial correlation in block-level incidence was observed in [73] and

it was demonstrated that exploiting these correlations had value for improving short-term

temporal predictions. The block, however, is too large of a scale for targeting low levels of

transmission and incidence; predictions at a higher spatial resolution are needed. It has

been demonstrated previously that the choice of spatial scale/units of analysis can have

an unintended influence on conclusions (known as the Modifiable Areal Unit Problem,

or MAUP), therefore careful consideration is required as to what partition is appropriate

given how the data have been collected [74].

On the other hand, an elimination setting inevitably demands a reduction in the intensity
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of surveillance in order to be sustainable in the long term, and monitoring incidence at a

fine scale is incredibly resource-intensive. The population of Bihar state is spread across

approximately 45,000 “villages” - from densely populated wards of the capital city to

remote, rural hamlets. The vast majority of these villages are not affected by VL, in

particular those south of the Ganges river, while others persistently observe cases and

suffer outbreaks.

Case counts of VL are currently monitored at the village level to inform vector control

and case detection activities [75], yet villages are treated almost entirely independently;

recent observation of any case in a village dictates subsequent years’ interventions in that

village alone, but not neighbouring villages. This approach to the deployment of active

case detection appears to capture a majority of future cases [76] yet inevitably cannot

account for sporadic cases in previously unaffected villages. Interventions could be applied

more efficiently if sporadically-affected villages were covered within the range of a nearby

persistently-affected village, rather than waiting for a response to be triggered within each

independently. This chapter therefore also aims to evaluate the evidence for correlation

between incidence observed in neighbouring villages, to ascertain whether the efficacy and

efficiency of this intervention could be improved by broadening its spatial range.

Clustering of cases within villages has been previously demonstrated [77, 78, 79], while

correlation between villages has primarily been explored with respect to climatic and

environmental conditions suitable to the sandfly vector [77, 80, 81, 82]. Transmission of

VL occurs when adult female sandflies seek human blood to mature their eggs, therefore

conditions for sandfly breeding will influence the exposure of the human population. In

particular, the type of vegetation, temperature, moisture and living conditions of the

human population have been suggested as potentially related to transmission risk [83, 84].

Such studies have however been limited in spatial scale to one or two example districts,

usually chosen due to high disease burden (or low, to serve as a control).

This analysis aims to draw inference from the same data source of reported VL diagnoses

at the block level, but combining this with remotely-sensed covariate data and exploiting

a disaggregation approach [70] to infer the potential distribution of those cases at a more

local level. Also sometimes referred to as “downscaling”, methods for inferring fine scale

variation from spatially aggregated data have progressed substantially in recent years,

alongside computational developments in the field of spatial statistics more broadly [85,

86, 87, 71, 88, 89, 90, 13, 91].

It is, however, rarely possible to validate disaggregation approaches against data actually
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observed at the finer scale. Python et al. [88] were able to exploit two sources of data

available at the district level to validate their disaggregation of province-level COVID-

19 incidence, but neither had complete country-wide coverage. Previous validation of

this particular implementation had only been conducted by simulation [71]. For the case

described here, acquisition of GPS coordinates for VL-affected villages in Bihar has made

it possible to attribute observed cases to a precise location in space and to infer the

locations of unaffected villages through linkage with village boundary polygons. This

provides a unique opportunity to evaluate whether disaggregation can accurately replicate

the distribution of a block’s case count across its constituent villages, for the entire state.

It is increasingly inefficient to implement uniform interventions across broad geographic

units as incidence continues to decline and transmission may be limited to a few small

pockets of the population. Identifying and enumerating each unique village in the state of

Bihar is a complex and resource-intensive exercise, yet it is now routine to collect a GPS

location for each newly-diagnosed case. This creates an opportunity to take into account

the similarities between nearby villages - with respect to both population and transmission

risk - to inform the use of targeted interventions, but is more challenging analytically than

current practice. This work therefore evaluates an approach which does not depend on

the collection and maintenance of surveillance data at the village level, with an aim to

assess the added value of this information for our understanding of the spatial distribution

of observed disease burden, and potentially of underlying transmission.

Aims and objectives

The overall aim of this analysis is to assess the added value of applying models to high-

resolution village-level data compared to down-scaling from the block level predictions for

guiding interventions and evaluating progress of the elimination programme. This will be

addressed through the following objectives:

1. To construct a data set of village-level VL incidence for 2018 based on GPS coordi-

nates of affected villages and village-level shapefiles, with which to validate village-

level predictions.

2. To generate predictions of village-level incidence based on a disaggregation model

fit to block-level incidence and pixel-level covariate data

3. To generate predictions of village-level incidence based on a random forest model fit

to village-level incidence and village-level covariate data
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4. To evaluate the accuracy of each set of predictions against the validation data,

relative to a baseline prediction of uniform incidence within blocks

4.3 Materials and methods

4.3.1 Data

Counts of VL cases diagnosed in 2018 per village in Bihar were compiled and shared

by CARE India, along with coordinates for the centroid of each village affected. These

data were first linked to corresponding village polygons by overlaying the affected village

point locations. Where multiple points fell within the same polygon, case counts were

aggregated. Polygons in which no points fell were defined as unaffected and attributed

with a case count of zero.

Populations were estimated by first extracting and summing 100m pixel values fromWorld-

Pop population count raster [92] for the set of village polygons. The counts for constituent

villages were then aggregated, alongside case counts and polygon geometries, to yield a

block-level (administrative level 3) analysis dataset with which to fit the disaggregation

model. Pixel-level predictions from the disaggregation model could then be aggregated ac-

cording to the same village polygons and validated against the original village level counts

(Figure 4.3.1).

Pixel-level covariates

Raster data for elevation (metres above sea level) and distance to inland water bodies

(metres) were obtained from WorldPop at a resolution of 100m for the region of Bihar

state [93]. Estimated travel time to the nearest urban centre (minutes) was obtained from

the Malaria Atlas Project (MAP) at a resolution of 1km [94]. Authors of [94] defined an

urban centre as a “contiguous area with 1,500 or more inhabitants per square kilometre,

or a majority of built-up land cover coincident with a population centre of at least 50,000

inhabitants”. Land surface temperature (LST) and normalised difference vegetation index

(NDVI) at a 1km resolution were extracted for the same region fromMODIS/Terra satellite

data, accessed via the AppEEARS platform [95, 96, 97]. The latter two were initially

extracted on a monthly scale and subsequently aggregated to an annual mean and standard

deviation. All rasters were resampled to the lowest resolution (1km) for inclusion in the

disaggregation model. No uncertainty in these inferred covariate values was incorporated

into the analysis.
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Figure 4.3.1: Data processing steps to perform and validate block-level disaggregation, based on
the available geotagged village case counts.

4.3.2 Descriptive analysis

Preliminary analyses assessed the evidence for (global) spatial auto-correlation in incidence

between neighbouring blocks and villages for the year 2018, by calculation of Moran’s I

statistic. The strength of evidence for auto-correlation was interpreted by comparison of

the observed statistic value to the distribution of values calculated from 999 permutations

of the data under the assumption of spatial independence [98].

4.3.3 Disaggregation model structure

Disaggregation regression combines observed block-level case counts with these finer-scale

population and covariate data to predict the potential within-block distribution of inci-

dence [70].

The model is specified as a Poisson regression on the pixel level, with covariate values

predicting case counts per pixel. However, the case counts per pixel are not known, and

the model parameters are instead optimised relative to the sum of pixel counts across

areas (in this case blocks).

For incidence rate r in pixel j in block i with location sij ,
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log(rij) = β0 + βXij +GRF (sij) + ui

Where Xij are covariate values for pixel j in block i, GRF is a Gaussian random field

across blocks i and ui is a block-level IID random effect. The case count in block i is then

obtained by aggregating rij via a weighted raster aij (i.e. the population raster)

casesi =

Ni∑

j=1

aijrij

This is finally linked to the observed case count in block i through a Poisson likelihood

yi ∼ Pois(casesi)

The posterior distribution is estimated using a Laplace Approximation, implemented

through Template Model Builder (TMB) [99] which offers the necessary flexibility to spec-

ify this modified GAMM structure. The Laplace approximation is based on an assumption

that the posterior distribution is multivariate Gaussian, therefore estimates are presented

with 95% Gaussian confidence intervals calculated from the estimated standard errors.

Pixel level estimates of incidence from the disaggregation model were aggregated with

weighting from the 1km population raster to obtain estimated case counts over each village

polygon, and then rescaled by the estimated village polygon populations for comparison

with observed incidence rates. For polygons in which the estimated village population was

exactly zero, the incidence rate was defined as zero.

4.3.4 Validation

The strength of the disaggregation approach for predicting village level incidence will be

interpreted relative to two alternative “benchmarks”. First, a baseline prediction will be

defined such that all villages are uniformly predicted with the block level incidence rate

(i.e. assuming homogeneity of incidence within blocks). This reflects the accuracy of

assuming village-level incidence based on crude block-level surveillance.

Secondly, a random forest model [100, 101] will be fit directly to the village level data to

serve as a ”gold-standard” for predicting village-level incidence in the hypothetical scenario

that village-level data could be routinely available to guide decision-making. This non-

parametric approach is commonly used to map spatially-varying phenomena due to its

ability to accommodate complex non-linearities and interactions among given predictors

(for example, it is the methodological basis for WorldPop’s global population estimates
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[86]). This flexibility, in theory, maximises the information that can be gleaned about the

pattern of village level incidence from the given data, hence is intended to represent the

best that can be done with respect to predicting one village’s incidence from nearby or

otherwise similar villages.

A random forest model is formed of an ensemble of decision trees, within each of which

the training data are partitioned according to splits defined on the given predictors in

order to minimise the variation in the outcome for observations within each partition.

The predicted value for a new observation is defined as the average outcome of all training

observations in the partition within which it falls. Spatial structure will be incorporated

by including the latitude and longitude of each village centroid as predictors. To increase

robustness against over-fitting, a random subset of predictors are considered when deter-

mining each split. The sensitivity of the fit to the size of this subset will be assessed by

comparison of four alternatives, considering two, three and six predictors out of the total

ten.

The baseline and disaggregation models may both be evaluated against village-level data

which were not used for fitting. The random forest model, however, is directly fit to

the village-level data therefore a cross-validated measure of predictive power is required.

This can be evaluated across “out-of-bag” (OOB) observations; each decision tree within

the model is trained with a random subset of observations, therefore predictions can be

defined for each observation by averaging the predictions of every tree from which the

point was excluded. In this case, 200 trees were trained therefore each observation is

predicted out-of-bag 200 times. The correlation (Spearman’s rank correlation) and root

mean squared error (RMSE) are used to compare between observed village-level incidence

and the baseline, OOB random forest and disaggregation-based predictions. Approximate

confidence intervals for the correlations are calculated as suggested by [102].

Sensitivity to population estimates

For the majority of villages affected with VL between the years 2013 and 2018, CARE

India has estimated population sizes based on their own enumeration during routine vis-

its. The WorldPop raster data yield village populations of broadly similar magnitude to

these more accurate, locally-informed estimates, but with substantial noise (Supplemen-

tary figure C.1). The robustness of the model validation and comparison to this estimated

denominator will therefore be investigated by repeating the comparisons using the CARE

estimates to calculate incidence, across villages for which an estimate is available.
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4.4 Results

4.4.1 Data cleaning

The raw village incidence data included sixty villages out of 2,186 affected during 2018

which were missing GPS coordinates and hence could not be directly linked to a village

polygon, 40 of which fell within only three blocks (Barauli, Bhorey and Kuchaikote in

Gopalganj district). As far as possible, these villages were manually matched to polygons

according to district, block, gram panchayat (a local unit of usually multiple villages) and

village names; five villages (7 cases) were unidentifiable and hence excluded.

Two villages had GPS coordinates which placed them substantially outside the state

boundary; data errors were identified in the latitude variable and corrected. A further

8 villages had coordinates which fell marginally outside the boundary; only two of these

had reported cases which were attributed to the nearest village polygon, with a tolerance

of 500m (Supplementary figure C.2).

When aggregating the population count raster to these polygons, 83 village shapes (0.2%)

were calculated to have zero population. None of these were attributed with any reported

cases and were therefore ignored in comparison of incidence rates.

4.4.2 Descriptive

The primary analysis data consist of a total of 3,609 new cases of VL diagnosed throughout

2018, across 1,900 villages in 332 blocks. Based on estimated village population counts,

block level incidence ranged from zero to just under 6 cases per 10,000 residents (Figure

4.4.1A). On average, village cover an area of one to two square kilometers, while blocks

are on a scale of several hundred. The vast majority of incidence was observed across a

cluster of blocks in the north-west of the state (Figure 4.4.1B), historically a persistent

focal area for VL. The south of the state, partitioned by the Ganges river, observed little

to no incidence across the year.

Assuming homogeneity of incidence within blocks implies substantially different expected

village level case counts than were observed (Figure 4.4.2). In particular, observed in-

cidence is more sparse and clustered, with many more villages observing either zero or

greater than two cases than expected from block level incidence rates. This is supported

through calculation of Moran’s I statistic, which demonstrates substantial evidence of

spatial auto-correlation in observed incidence on the scale of both villages and blocks

(Supplementary figure C.3). When evaluated by each block individually, the strength
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Figure 4.4.1: Observed block level incidence of reported VL for 2018. The vast majority of blocks
saw zero or very low levels of incidence, in particular across the south of the state. A cluster of
blocks in the west and (to a lesser extent) the east experienced moderate to high levels of incidence.

Table 4.4.1: Summary of estimated population size and standardised covariates included in the
disaggregation model, averaged across village polygons and further stratified by village VL status
for 2018 (affected/unaffected). Summary values are median [IQR].

Variable
Overall

(N = 44,794)
Affected

(N = 1,900)
Unaffected

(N = 42,894)

Population size 1398.8 [595.1, 3077.1] 3934.8 [2064.4, 8096.2] 1339.1 [571.3, 2916.7]
Elevation
(metres above sea level)

62.92 [51.4, 82.84] 57.41 [50.37, 64.59] 63.48 [51.48, 84.22]

Distance to nearest water body (kilometres) 0.86 [0.49, 1.61] 0.58 [0.37, 0.9] 0.88 [0.5, 1.65]
Travel time to nearest urban centre (minutes) 11.75 [5.63, 19.59] 9.73 [4.94, 15.88] 11.87 [5.66, 19.78]
Land surface temperature
(degrees celsius)

Mean 30.27 [29.25, 31.2] 29.73 [28.84, 30.39] 30.3 [29.28, 31.23]
SD 5.45 [4.68, 6.34] 4.85 [4.41, 5.27] 5.5 [4.7, 6.38]

Normalised difference vegetation index
(range 0-1)

Mean 0.48 [0.45, 0.52] 0.48 [0.44, 0.51] 0.48 [0.45, 0.52]
SD 0.16 [0.14, 0.18] 0.16 [0.14, 0.18] 0.16 [0.14, 0.18]

of correlation between constituent villages did not appear to correlate with overall block

incidence (Supplementary figure C.4) and in fact very few blocks gave an indication of

correlation between their constituent villages.

Covariates

When averaged across village polygons, no clear differences were apparent between af-

fected and unaffected villages with respect to the included covariates, from a univariate

perspective (Table 4.4.1). See Supplementary figure C.5 for the raw spatial distribution

of all included covariates.

4.4.3 Disaggregation model fit

The smooth spatial field contributes substantially to the overall model fit, attenuating

much of the effect of the covariates and rendering the corresponding coefficients as in-

significant (Figure 4.4.3A). A fit based only on covariates and the block-level IID effect
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Figure 4.4.2: Observed village incidence for 2018 compared to that which would be expected
assuming uniformity of incidence across each block. Panel A illustrates the full distribution and
panel B shows detail of the distribution excluding zero-case villages

Table 4.4.2: Summary of agreement between observed village level incidence and predicted, from
baseline, disaggregation and village-level models.

Model
Correlation

(Spearman’s rho [95% CI])
RMSE

Baseline 0.25 [0.245, 0.263] 1.60
Disaggregation: covariates + block IID 0.23 [0.224, 0.242] 3.90
Disaggregation: Full model 0.24 [0.231, 0.250] 3.39
Village-level random forest (OOB predictions) 0.19 [0.176, 0.194] 1.50

suggests that greater VL incidence at the village level is associated with closer proximity

to water, lower annual variation in temperature, and lower annual average and greater

variation in the vegetation index. The only association for which significance persists in

the full model is that with annual variation in NDVI, with greater variation being associ-

ated with greater village incidence. Figures 4.4.3B and C illustrate the predicted per-pixel

case count from the full disaggregation model and the fitted spatial field.

4.4.4 Model validation and comparison

Upon aggregating these predictions and comparing to observed village level incidence,

neither version of the disaggregation model improved on a baseline prediction applying

the block-level incidence rate (Table 4.4.2). Out-of-bag predictions from the village-level

random forest model attained a slightly lower RMSE than the baseline, but overall had

the weakest correlation with observed incidence.

This seemingly contradictory result appears to arise from a negative correlation between
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Figure 4.4.3: (A) Estimated covariate coefficients (log-scale) from disaggregation model fits,
with and without the smooth spatial field. Point estimates are presented with 95% confidence
intervals.(B) Predicted village level incidence and (C) fitted spatial field from the full disaggregation
model.

observed and predicted values for villages within moderate-incidence blocks (between 0.5

and 1.5 cases per 10,000; Figure 4.4.4A). For blocks within this category, it seems that

the random forest model predicts higher incidence in villages for which lower incidence

was observed. However, correlations for all models are very weak when calculated within

categories of block endemicity, reaching only as high as 0.15-0.2 in the low category. Much

of this correlation will also likely come from accurately predicting zero cases for villages

in blocks with zero cases.

Assessing predictions individually, the observed and predicted magnitude of incidence in

non-zero villages showed some linear correspondence but with substantial noise (Figure

4.4.5). Disaggregation visually appeared to yield somewhat greater discrimination between

affected and unaffected villages than the baseline. Supplementary comparison based on

CARE’s population estimates demonstrates even weaker correlation between observed and

disaggregation-predicted values (Supplementary figure C.6).

The random forest fit was only estimated to have explained around 6.6% of the variation

in observed incidence, which decreased with the number of variables tried at each split

(to a minimum of 2% when all ten variables were used). The distribution of out-of-bag

predictions more closely replicated the observed than the disaggregation-based predictions

(Figure 4.4.6), but still under-predicted overall.
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Figure 4.4.4: Comparison of predictive accuracy with respect to Spearman’s rho (panel A) and
RMSE (panel B) between models, stratified by block endemicity. Approximate 95% confidence
intervals are illustrated for the former. Block endemicity categories are defined by observed inci-
dence of less than 0.5 cases per 10,000 (n = 37,354), greater than 0.5 but less than 1.5 cases per
10,000 (n = 5,321) and greater than 1.5 cases per 10,000 (n = 2,119).

4.5 Discussion

Analysis of village level VL incidence on this scale has not previously been feasible. The

work of CARE India’s field teams to enumerate the villages of Bihar, defining a master list

to which every diagnosed case may be linked, has allowed incidence to be calculated and

investigated at the village level, where previously this was only possible by block. Further

recent efforts to geo-locate all VL-affected villages opens the possibility of exploring spatial

patterns at this scale, linking cases by geographic proximity and to the local environment.

This is, as far as we are aware, the first state-wide analysis of village-level VL incidence

in Bihar.

Disaggregation regression provides an opportunity to interrogate fine scale variation from

the type of administrative level surveillance data which is routinely available in many

endemic / elimination settings. In this example, the approach was not found to be effective

for estimating village level burden of VL from block level surveillance data. Moreover, even

when fitting a model directly to village-level data and allowing for more complex, non-

linear relationships with the local environmental conditions, it was still not possible to

accurately predict incidence at withheld villages.

Evidence of heterogeneity is observed within blocks at the village level; however, a sim-

ple assumption of uniformity within blocks crudely captures the broader spatial patterns

across the state and therefore still provides somewhat reasonable predictions of village

level incidence overall. Preliminary investigation of spatial auto-correlation at the two

scales supports the idea that patterns of correlation are evident on the broader, block-level
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Figure 4.4.5: Comparison of predicted to observed village incidence rates, with respect to mag-
nitude and presence/absence. Scatter plots only include affected villages, with non-zero observed
and predicted incidence. Grey lines illustrate a simple linear trend of observed against predicted.
The x-axes in both columns are limited between 1e-5 and 750 per 1,000.
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Figure 4.4.6: Distribution of observed versus predicted case counts from each candidate model.
Panel (A) illustrates the full distribution and panel (B) shows detail of the distribution excluding
zero-case villages. All models slightly overestimate the total number of unaffected villages (defined
here as villages in which the expected case count is less than 0.5), and underestimate villages with
a higher case count. (C) Overall densities of predicted village incidence rates from each modelling
approach compared to the observed (dashed line).
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but not necessarily between neighbouring villages. As has been demonstrated previously

[83, 103], we observed that cases were clustered within villages, with three or more cases

observed in substantially more villages than would be expected from uniform within-block

incidence. This did not, however, appear to be informative of incidence in the surrounding

villages.

Previous work estimating the spatial range of sandfly movement and of human-to-human

transmission supports the same conclusion that a long range of direct transmission is

unlikely [79, 103, 104]. Bihar has a highly mobile population with many migrant workers

[105], which has been linked to increased VL risk [106, 44] and other health concerns for the

worker and their accompanying family [107, 108]. It may be the case that VL outbreaks

are more often triggered by importation from infected humans from more highly endemic

regions, as opposed to infected sandflies, making longer distance movement of people a

critical mechanism in the persistence of transmission at this stage of elimination.

There are a number of potential explanations for the poor performance of disaggregation

against the simpler model. Firstly, the strength of the approach depends on associations

with spatial covariates from which to infer that local variation. Despite the biological link

between VL transmission and the environment via the sandfly vector, the environmental

characteristics considered here were not found to have strong relationships with observed

VL incidence. This is explicitly demonstrated by the poor performance of the village-level

random forest model. Previous geostatistical and ecological analyses of environmental risk

factors have demonstrated some evidence of association across a range of variables, but

within a much more limited set of locations, and in some cases only indirectly with respect

to sandfly abundance rather than VL incidence [80, 84, 109]. In this analysis, only annual

variation in the vegetation index had an association with incidence that was robust to the

addition of the spatial field. This could be linked to differences in agricultural practices

between higher and lower incidence regions; however, likely correlation between covariates

means that individual effects should not be over-interpreted.

Socio-demographic factors will also play a role in facilitating transmission - either through

increased exposure or decreased access to care - but are not usually feasible to measure

or estimate on a fine and continuous spatial scale. For example, sleeping and defecating

outdoors increases exposure and is more common in less affluent, rural areas where VL

burden is high [78, 106, 110]. Such mechanisms could have been captured in part by travel

time to the nearest urban centre, yet this was not found to be informative in either the

disaggregation or village-level models. A more relevant - and still continuously-measurable
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- factor may be travel time to a health facility which offers VL diagnosis and/or treatment,

since not all public health facilities in the state are equipped to offer this. For vulnerable

populations living in poverty, there will be a large financial barrier associated with this

distance that could delay intervention and extend opportunity for onward transmission.

It has also been suggested that cases of VL-HIV co-infection and post-kala-azar dermal

leishmaniasis (PKDL) likely make an increasingly important contribution to the persis-

tence of transmission [79, 111]. These are not as thoroughly recorded through routine

channels as primary VL infection is, therefore the spatial distribution of them is even less

well understood.

There are examples in which area level data are combined with data collected at specific

point locations (for example from prevalence surveys) within a joint model that draws on

the information of both spatial scales [87, 13, 89, 112]. Wilson and Wakefield [112] found

deterioration of accuracy when fitting only to areal census data versus point and areal,

which worsened when cases were split across larger areas. Incorporating some village-level

data into the disaggregation via a joint model, even if limited to a few focal locations, may

improve the accuracy of prediction on this scale.

4.5.1 Limitations

The fitting of the disaggregation models assumed simple linear relationships with log-

transformed incidence, whereas the true underlying dynamics may be highly non-linear.

However, non-linearity was not evident in preliminary scatter plots of incidence versus

village-averaged covariates, and the more flexible random forest approach did not yield any

improvement on prediction. Inferring the appropriate functional form of covariates within

a spatially-indexed model is complex, since spatial patterns in covariates which drive the

outcome may be easily absorbed by spatially-correlated random effects [113]. This was

evident here from the change in model coefficients when a spatial field was included. There

may be scope for developing the current implementation of disaggregation regression to

employ restricted spatial regression as suggested in [113], fitting the spatial random effects

only within the residual space after adjustment for the specified fixed effects. Lucas et

al. [87] demonstrated the use of machine learning techniques to first identify relevant

non-linear relationships with covariates from point-prevalence data to then feed into a

disaggregation model, and found that this improved accuracy relative to a baseline using

only the raw covariates.

The definition of village-level incidence applied here is also limited. The list of villages
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defined in KAMIS does not uniquely link to official population estimates from the national

census and recent, locally-informed estimates were only available for villages that have been

visited by CARE’s field teams for VL surveillance purposes. The population denominators

estimated instead fromWorldPop’s 2015 global estimates do not closely align with CARE’s

estimates where available (median and IQR of 1400 [600 - 3080] and 3160 [1720 - 5800],

respectively), and include some unrealistically extreme population sizes. In particular, the

WorldPop data appear to overestimate the population in the state capital Patna, perhaps

due to differences in the definition of “village” shapes which constitute wards of the city.

Supplementary comparison based on CARE’s population estimates in fact resulted in

weaker correlation between predicted and observed incidence, although this may be in

part due to the smaller number of observations for which the alternative estimate was

possible.

Finally, the case counts with which the models were fit and against which they are validated

are only those which have been observed and reported; if observation and/of reporting are

spatially biased then this could be a poor validation set. Village-level targeting of active

case detection means that cases may be more likely to be observed in and around histori-

cally affected villages, which may induce or exaggerate patterns of spatial auto-correlation.

Such patterns driven by the observation process and not by underlying transmission would

not necessarily be explained by the environmental covariates that were considered.

4.5.2 Conclusions

The possibility of inferring fine scale variation in disease burden from large-scale routine

data through disaggregation regression would be incredibly valuable to policy makers, in

particular in resource-constrained elimination settings. This analysis, however, highlights

practical limitations that commonly arise with surveillance in such settings. At this stage

of near-elimination of VL in Bihar, incidence appears largely stochastic. It’s possible that

relationships between the environment and transmission that naturally arise from the

underlying biological mechanisms have been broken down by intensified control efforts,

their patterns becoming increasingly fragmented as incidence has fallen to very low levels.

Cases continue to arise in within-village clusters, yet this incidence does not appear to be

informative for incidence in neighbouring villages.

We conclude that local level VL surveillance most likely is necessary for effective targeted

interventions, but that the value of this information is largely in the ability to rapidly

respond and detect secondary cases village by village, rather than in the ability to then an-
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ticipate incidence in the surrounding area. A fully geographically-targeted approach does

not seem feasible given the stochastic nature of incidence that we have observed. Broader

patterns of spatial correlation across the state as a whole may show the observable impact

of varying interventions between endemic and non-endemic regions. An alternative (or

complementary) approach that specifically targets surveillance among mobile population

groups at risk of (re-)introducing infection to previously unaffected villages (for example

through migration for work or marriage) may instead be justified.
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Chapter 5

Spatial variation in diagnosis delay

for visceral leishmaniasis in Bihar,

India

We conclude from chapter 4 that the observed distribution of VL burden across villages

appears to be highly heterogeneous and more complex than can be explained by simple

biological links between local environmental conditions and transmission. It further raises

the question of the extent to which surveillance effort biases the observed distribution of

incidence, an issue which would likely be amplified on a finer and more sparsely burdened

geographic scale.

This paper investigates potential variability in surveillance in different parts of the state,

considering the length of delay to diagnosis experienced by observed cases as a potential

indicator for the strength of surveillance in the patient’s village. One particular focus is

the hypothesis that the presumption of a block being ‘endemic” or ‘non-endemic” for VL

(based on historical incidence) may contribute to such variability, since effort and resources

tend to be more concentrated within areas assumed to be most highly-endemic. When this

assumption of risk is only informed by historical patterns of incidence, it could establish

a self-fulfilling prophecy in that the disease is only observed within areas it is expected

to be observed. This analysis primarily focusses on diagnosis delay as a proxy measure

of surveillance strength, however these delays also have direct implications for elimination

with respect to the risk of onward transmission, particularly in low-endemic areas.

This version of the manuscript was accepted for publication by The Lancet Regional Health

- Southeast Asia in April 2023.
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Abstract
Background

Visceral leishmaniasis (VL) is a debilitating and - without treatment - fatal disease which
burdens the most impoverished communities in northeastern India. Control and, ultimately,
elimination of VL depends heavily on prompt case detection, yet a proportion of cases remain
undiagnosed many months after symptom onset. Delay to diagnosis increases the chance of
onward transmission, and poses a risk of resurgence in populations with waning immunity.

Methods

The spatial distribution of diagnostic delays was explored using a Bayesian model fit to
geo-located cases using INLA, assuming days of delay as Poisson-distributed and adjusting for
individual- (age, sex, HIV) and local-level (recent incidence, vector control, health facility
access) characteristics. Residual variance was modelled with an explicit spatial structure.
Cumulative delays were estimated under different scenarios of active case detection coverage.

Findings

The 4,270 cases analysed were prone to excessive delays outside existing endemic “hot spots”,
beyond the focus of interventions. Cases diagnosed within recently-affected blocks and villages
experienced shorter delays on average (by 13% 95% CrI [2.9% - 21.7%] and 7% [1.3% -
13.1%], respectively) than those in non-recently-affected areas.
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Interpretation

Delays to VL diagnosis when incidence is low could influence whether transmission is
interrupted or resurges. Narrowing surveillance to priority, high-burden areas may increase the
likelihood of excessive delays in peripheral areas. Active surveillance driven by observed
incidence may miss the risk posed by as-yet-undiagnosed cases in low-endemic areas, and be
insufficient for achieving and sustaining elimination.

Funding

This work was funded by BMGF.

2



Research in context
Evidence before this study: We searched PubMed using the terms “leishmaniasis, visceral”,
(“diagnosis” or “seeking”), (“delay*” or “duration”) and (“India” or “Nepal” or “Bangladesh”) for all
articles published up to 11th April 2022, yielding 40 results. Three modelling studies
demonstrate the important role of diagnosis delays in both transmission and evaluation of
control efforts and three studies found delay to be associated with higher mortality risk. Four
studies of sampled VL patients suggest that risk factors for delay include age, sex, HIV status,
socio-economic and cultural factors, awareness, misdiagnosis, physical access and availability
of diagnosis. Preference for private practitioners was found to be a key driver of delay in five
studies and two discussed delays in relation to patient costs. One study concluded a benefit of
active case detection in reducing length of delay among all reported cases in the 18 months
following its implementation, having accounted for important variability by age, sex, and HIV
status. Two studies simply summarised delays observed among sampled populations, one in an
outbreak setting. From a spatial perspective, five studies considered variation in promptness of
diagnosis between large administrative units such as districts or countries. Some related this to
control activity in the area but did not investigate whether differences could be explained by the
presence of other risk factors in the population.

Evidence suggests that delays to diagnosis should be a key concern for the elimination
programme. The geographic distribution of VL cases experiencing excessive delays has,
however, not been explored beyond a coarse scale. Moreover, few studies estimating average
delays or investigating risk factors were conducted after the initiation of intensified case
detection in 2017, which has likely had a strong influence on the efficiency of diagnosis. Many
are now over a decade old and therefore not representative of the current, near-elimination
context.

Added value of this study:

As observed in some previous studies, older age and HIV positivity were associated with longer
delays to diagnosis. In addition, cases resident in villages which have experienced recent
incidence, and more broadly in blocks officially classified as VL endemic, were found to on
average report shorter delays. It was also found that areas in which cases appear prone to
excessive diagnosis delays, unexplained by included covariates, do not coincide with areas with
highest incidence burden. Further investigation of model-predicted delays suggested that the
return on active case detection efforts with respect to days of delay avoided may vary between
endemic and non-endemic blocks.

Implications of all the available evidence: There are specific subgroups of the population
who are at risk of excessive diagnosis delays, whether due to their individual characteristics,
their geographic location relative to interventions, or both. These individuals could be reservoirs
of infection in their community for many months, allowing transmission to persist and potentially
triggering outbreaks. There is evidence to suggest that incidence-based targeting of case
detection may not capture all areas of concern for transmission. Adaptive targeting of active
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case finding could reduce diagnostic delay by considering a range of individual, spatial and
historical factors - for example not only past incidence but also reported delays among recently
detected cases. These findings are relevant not only for the specific case of VL in Bihar, but also
for any elimination setting in which prompt case detection is an important pillar of the elimination
strategy.
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Introduction
Control of visceral leishmaniasis (VL) on the Indian sub-continent depends on prompt detection
and treatment of cases through recognition of clinical symptoms or screening in affected areas.
Early symptoms of VL are non-specific (including fever, fatigue and weight loss) and, especially
where VL awareness is low, misdiagnosis is common. As a result, those afflicted may go
undetected for several months or - in extreme cases - years, despite the presence of active
detection measures. Evidence suggests that longer time to diagnosis is associated with
increased mortality risk (1) and undetected cases serve as reservoirs of infection in their
community, allowing transmission to persist and forming a barrier to achieving and sustaining
elimination (2).

An improved programme of active case detection (ACD) (3) was initiated in 2016/7 and its
efficacy in reducing overall time to diagnosis has been demonstrated (4). However, a
non-negligible proportion of cases are diagnosed several months after onset of symptoms.
Dubey et al. (4) report that during the first 19 months of improved ACD in Bihar, 66% of
diagnosed cases reported symptom onset greater than 30 days prior to diagnosis, and 10.5%
greater than 90 days prior. Le Rutte et al. (5) estimated in 2017 that elimination of VL in the
Indian sub-continent could be achieved by 2020 with sufficient coverage of vector control,
“provided that the average onset-to-treatment (OT) time does not exceed 40 days”. The
persistence of this minority of cases with long delays to diagnosis is therefore deserving of
further investigation.

Barriers to diagnosis of VL have been investigated in several previous studies. VL burden is
broadly associated with the most socially and economically disadvantaged communities in India
(6) and, despite government compensation for expenditure to access VL diagnosis and
treatment, patient costs remain an important barrier (7). Mondal et al. (8) screened households
in sampled villages and found a high proportion of undiagnosed cases in districts not
well-served by health care facilities, and a lower proportion in districts with greater availability of
VL care (i.e. districts considered affected/endemic in which the programme is active).

Rahman et al. (9) interviewed VL patients in Bangladesh and found logistical barriers to prompt
diagnosis such as remoteness of the health centre, wet season transport limitations, restricted
ability to travel due to and limited availability of RK39 rapid diagnostic tests in the area. This was
combined with lack of understanding due to illiteracy, lack of recent incidence and preference for
first consulting more local traditional healers. In Bihar there is also widespread use of private
and informal health practitioners which can cause additional delays (10).

Dubey et al. (4) explored patient characteristics associated with longer delays between
symptom onset and diagnosis among all cases of VL diagnosed between January 2018 and
June 2019. It was concluded that younger age and detection via active surveillance were
associated with shorter delays, while male sex and HIV positivity were associated with longer
delays.
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What has not been considered is where geographically individuals are experiencing excessive
delays, in relation to each other and in relation to the activities of the control programme.
Control and surveillance of VL in Bihar is targeted according to recently observed incidence
(11), resulting in a spatially-varying intensity of intervention. This work aims to investigate the
spatial distribution of delays and understand some of its potential driving factors.

Materials and Methods

Data sources
This work is based on secondary analysis of data collated for a previous study (4) evaluating
active case detection measures. Case reports of individuals diagnosed between 01/01/2018 and
31/07/2019 (N = 5,030) were cross-referenced with suspect case registers over the same period
in order to identify the route of detection for each patient as active (via targeted surveillance) or
passive (self-referral).

Low specificity of the recommended rapid diagnostic test (RK39) requires that only cases
suffering at least 14 days of fever are suspected for VL and eligible for testing (3). The primary
outcome was therefore defined as the reported duration of fever prior to diagnosis beyond the
standard criteria of 14 days, hereafter referred to as “diagnosis delay”. This was considered
theoretically avoidable delay within the current guidelines. Cases diagnosed within 14 days of
fever onset were not considered comparable to the rest of the population and excluded.

Village locations
Location data are available for every village with at least one case reported to the Kala-Azar
Management Information System (KAMIS) from 2013-18. Cases described above were linked to
their resident village and corresponding GPS location via a unique ID. Location data were
predominantly unavailable for villages not affected between 2013-18.

Health facility access
Capacity for diagnosis and treatment of VL is not consistent across all health facilities in Bihar,
as treatment centres were originally established to be near the most affected villages (12)
(Supplementary figure S1 (A)). A tool developed by The Malaria Atlas Project (MAP) was used
to estimate minimal travel time between villages and the available diagnosis and treatment
facilities by relative “accessibility” (13), accounting for distance and ease of travel
(Supplementary figure S1 (B)).
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Methods

Baseline model structure
Reported diagnosis delay (in days) for each case, , is assumed to be Poisson-distributed with
mean , with independent and identically distributed observation-level random effects (OLRE)
to account for overdispersion (14). The model is fitted within a Bayesian framework using the
Integrated Nested Laplace Approximation (INLA) approach.

Formally,

where

with a penalised-complexity hyperprior (20) set on the standard deviation , such that
. This penalises deviation from the simplest case in which the standard

deviation is equal to 0 (i.e. constant) and specifies that the variance of these random effects is
not expected to be greater than 1.

It is common for self-reported duration data to exhibit “heaping”, in which individuals show a
preference for certain (usually rounded) intervals of time, and there has been suggestion that
this behaviour may bias parameter estimates (15). The final model was therefore refitted with a
binary outcome of delay exceeding 30 days, to assess the robustness of inferred covariate
effects.

Covariates
Covariates at both individual and village level were considered within three domains: patient,
village risk awareness and village accessibility.

Characteristics of the patient included age (standardised), sex (male / female), HIV status
(positive / negative at diagnosis), marginalised caste status (scheduled caste or tribe / other),
previous treatment for VL or post-kala azar dermal leishmaniasis (PKDL) (yes / no), occupation
(none / unskilled / skilled / self-employed or salaried) and route of detection (ACD or
passive/self-reported)

Village characteristics were defined under two domains. Block endemicity (endemic /
non-endemic), targeting of indoor-residual spraying (IRS) (yes / no) and village incidence of VL
(non-zero / zero) in the previous year (2017) were considered indicators of risk awareness in the
local population. Estimated travel time (minutes) to the nearest diagnostic or treatment facility
and diagnosis during the rainy season (June - September) were defined under the domain of
accessibility.
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Both ACD and IRS are incidence-targeted interventions, triggered by incidence during the last
three years. As such, these variables are expected to be to some extent correlated with 2017
village incidence.

Estimated covariate effects are presented as risk ratios (RRs) with 95% credible intervals (CrI).

Variable selection
The association of each covariate with observed delay was explored through univariately within
the baseline model structure. Multivariate models were then fit for each domain in turn, and
significant covariates selected based on the adjusted coefficients’ 95% CrI. A full model was
then fit to include the selected covariates in all three domains.

Spatial analysis
The correlation between delays experienced in nearby villages was modelled with a
spatially-structured random field over the GPS locations for all villages, using the INLA-SPDE
approach for estimation (17). This approach approximates a spatially-continuous field via
stochastic partial differential equations (SPDE) across a triangular mesh. A prior structure which
penalises complexity was also assumed for the hyperparameters of this component (range and
standard deviation). A range of prior specifications for the SPDE model were explored to assess
sensitivity to this choice and are illustrated in Supplementary figure S7.

A spatial field was initially added to the baseline, OLRE-only model, to characterise the spatial
pattern in the absence of the explanatory power of the covariates. Each covariate domain was
then reintroduced in turn and finally in combination, resulting in the following structure:

where are individual-level covariate values for case , are village level covariate
values for the village of case , is the spatial random field and the OLRE.

The contribution of each domain of covariates in explaining the spatial pattern of delays was
explored via the percentage change in mean absolute value (MAV) across the fitted spatial field
when each covariate domain was reintroduced. The percentage change in MAV of the OLRE
was also calculated to assess the contribution of each in explaining the non-spatially-structured
residual variation.

Model assessment
The value of including both covariates and an explicit spatial structure was assessed via Widely
Applicable (also known as Watanabe-Akaike) Information Criterion (WAIC) and leave-one-out
(LOO) cross-validation, relative to the baseline OLRE-only model. Model predictions were
compared on the logarithmic score (logs) (18) and on the Brier score (19) for classification of
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delays greater than 30 days. Spatial and non-spatial cross-validation approaches were
compared to assess the contribution of the spatial random field to prediction (see
Supplementary Materials B).

Final model prediction
The expected extent of excessive delays from the selected model were mapped over all
affected districts. Predictions were calculated for a fine grid of points across the area, reflecting
the expected delay for an arbitrary individual at that location, otherwise comparable on all
covariates. The posterior distribution is summarised by a mean and an exceedance probability
with a threshold of 30 days and plotted to form a smooth map. In particular, regions in which the
predicted exceedance probability is above 0.5 (i.e. where delay longer than 30 days is more
probable than delay within 30 days) are highlighted.

Impact of ACD
To explore the potential impact of extending or restricting ACD across endemic and
non-endemic regions of Bihar, hypothetical delays were predicted under two scenarios of ACD
coverage among the individuals in this study (0% and 100%). Predicted days of delay where
either no or all cases were detected via ACD were compared to the expected delays with ACD
as originally observed. The difference in terms of total person-days of delay was stratified by the
endemicity of the block and summarised over 10,000 posterior samples to capture uncertainty.

Data statement
All analyses were performed in R version 4.1.2 (2021-11-01). The written code has been made
available at https://github.com/esnightingale/vl-spatial-diagnosis-delay. The full analysis dataset
cannot be publicly shared as it contains both sensitive (HIV infection) and identifiable (age, sex
and GPS of resident village) information on individual patients.

Results

Data cleaning
Of 5030 patients diagnosed with VL between 01/01/2018 and 31/07/2019, 649 residents of
villages with no known GPS location and one with an assumed erroneous GPS location
substantially (>10km) beyond the state boundary were excluded. Two patients had been
removed from KAMIS due to recognition of an error therefore were also excluded. A further 84
were excluded due to missing HIV status, caste status, occupation or VL/PKDL treatment
history. HIV status had the greatest proportion of missingness at 1.3%. Excluding incomplete
observations had negligible impact on the distribution of delays, with equal means (31 days) and
quartile ranges (11-44 days) before and after exclusion (Supplementary table S1).
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24 (0.5%) cases reported fever duration less than 14 days. Overall, patients diagnosed with less
than 14 days of fever were younger, less likely to be female, more likely to reside in VL-endemic
blocks and closer in travel time to diagnostic and treatment facilities (Supplementary table S2).

A summary of the data cleaning process is illustrated in Supplementary figure S2 and a
comparison of included and excluded cases presented in Supplementary tables S1 and S2.

Descriptive
4,270 VL patients diagnosed within the study period and with complete covariate information
and linked to a GPS-located village were included for analysis. These had reported duration of
fever ranging from 14 to 510 days at the point of diagnosis. The geographic spread and
distribution of diagnosis delay for included patients is illustrated in Figure 1B.

[Fig1]

A descriptive summary of characteristics of included patients is presented in Table 1, and an
illustration of the full correlation matrix between all considered covariates is shown in
Supplementary figure S3.

[Table 1]

Variable selection
Among patient-specific covariates, age, HIV status and detection by ACD were found to be
associated with length of delay (estimated RRs and 95% CrI of 1.14 [1.13,1.15], 1.54 [1.31,
1.81] and 0.74 [0.69, 0.79] in univariate analyses, respectively; Figure 2). No clear association
was found for caste status or VL/PKDL treatment history, with the direction of effect switching
between univariate and multivariate analyses.

Within the “risk awareness” domain, block endemicity and non-zero village incidence in the
previous year were associated with shorter delays. Estimated RRs for these two covariates
were very similar in univariate analyses (0.85 [0.80, 0.91] and 0.86 [0.80, 0.91], respectively),
suggesting that they may capture some of the same variation. Although IRS targeting had a
negative effect in univariate analysis, this was lost when accounting for the other covariates in
the domain (adjusted RR 0.99 [0.91, 1.07]).

Within the “access” domain, no clear univariate associations were found. When travel time was
combined with season in multivariate analyses, time to treatment facility (in minutes) had a
borderline positive association with delay (1.02 [0.99, 1.05]). For completeness, this covariate
was selected for comparison of all three domains in later analyses.

[Fig2]
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Spatial analysis and final model
Incorporating an explicit spatial structure in the residuals alongside the chosen covariates yields
the lowest WAIC out of all models compared (Table 1). Gains on out of sample prediction are
also evident, with respect to both log score and Brier score on predicting exceedance of 30
days.

[Tab2]

The estimated covariate effects from the final, spatial model were consistent with those from the
non-spatial model (Supplementary Figure S4). Being aged one standard deviation above the
mean (28 years) and being HIV positive were associated with a 13% (95% CrI [9.3% - 16.0%])
and 28% [9.2% - 49.4%] increase in delay, respectively. Diagnosis via active rather than passive
case detection was associated with a 22% [17.9% - 26.8%] reduction in delay. In terms of local
awareness of VL, patients residing in blocks considered endemic and villages with non-zero
incidence in the year prior to diagnosis experienced 13% [2.9% - 21.7%] and 7% [1.3% - 13.1%]
shorter delays, respectively, after adjusting for the sources of individual level variation described
above. The final model gave some indication of an increase in delay with longer travel time to a
treatment facility however the evidence for this remained weak.

The fitted spatial effect had a posterior range (the approximate distance beyond which
correlation falls below 0.1) of 47km (95% CrI [26km - 84km]), and a standard deviation of 0.32
[0.23 - 0.42]. The standard deviation of the OLRE decreased from 0.99 [0.97 - 1.01] in the null
model to 0.96 [0.94 - 0.99] in the non-spatial model, and finally to 0.93 [0.90 - 0.95] in the final,
spatial model, as more of the residual variance could be explained by other components.
Converting to a binomial likelihood to compensate for heaping did not substantially alter the
inferred relative effects of the covariates (Supplementary figure S5).

Figure 3 (A) illustrates the spatial pattern of diagnosis delays estimated from the final model,
assuming diagnosed cases are comparable on all factors apart from location. Figure 3 (B)
translates these projections to exceedance probabilities, mapping the estimated probability of
observing delay greater than 30 days at any location. Less opaque areas indicate where the
probability is close to 0.5 and hence exceedance of 30 days is least certain. The pattern
highlights regions in the north west (across Siwan, Gopalganj and Paschim Champaran
districts), north east at the Nepal border (Supaul and Araria districts), and further south (Patna,
Vaishali and Munger) across which delays are on average expected to be longer than 30 days.
It also flags more focal regions of possible concern around Saraiya (Muzaffarpur district),
Kalyanpur (Samastipur) and Sonbarsa (Sitamarhi) blocks. This pattern differs from that
observed in total incidence (Figure 3 (C)); the cluster of higher incidence blocks between the
Ghaghara and Gandak rivers north west of Patna is not reflected by a comparable cluster in the
distribution of diagnosis delays.

[Fig3]
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The map of predicted exceedance probabilities is illustrated in Supplementary figure S6,
alongside an alternative to Figure 3B using a higher cut-off of 0.75.

Impact of ACD
In total over all observations, predicted total person-days of delay was reduced by just under
15% when ACD coverage was increased to 100% of cases, equating to a reduction of 7.7 (98%
CrI [5.5 - 9.8]) days per case among those originally detected by passive case detection (PCD)
(Figure 4). This reflects a reduction of 8.7 [6.2 - 11.0] days per reassigned case in non-endemic
blocks, compared to only 6.7 [4.8 - 8.6] days in endemic blocks. By increasing ACD detection
from its current value of 40.1% to 100%, the overall average estimated delay decreased by 4.6
days, from 31.5 to 26.9. See Supplementary table S4 for a full table of estimates.

Conversely, in the complete absence of ACD (0% of cases), estimated total person-days of
delay increased by around 9% - an average difference of 7 [4.6 - 9.6] days per case among
those originally detected by ACD. The difference between endemic and non-endemic blocks is
also clear in this scenario, with a greater increase observed in endemic blocks (7 [4.6 - 9.6]
days per reassigned case) than in non-endemic blocks (6.3 days per reassigned case). In the
absence of any ACD, the average estimated delay for all VL cases increased by 2.8 days.

[Fig4]

Discussion
In any disease elimination setting, a new set of challenges arises as incidence is suppressed to
very low numbers. The effort required to detect each individual case grows rapidly, yet it is at
this stage - when immunity and attention are potentially waning - that prompt detection is crucial
to avoid resurgence. Sparsity of incidence across a broad geographic area prompts focussing
attention and resources on specific areas considered to be most at risk based on recent
observed data. However, this reactive approach may have unintended consequences for the
observation of incidence, biasing surveillance as a result of feedback between case detection
and detection effort.

This work highlights a geographic pattern (with a range of around 50km) to the villages in which
cases experience the longest delays and motivates further investigation to understand what
drives this pattern. Currently, areas of concern are identified for intervention according to recent
observed incidence. However, ACD could be more effective if guided not only by incidence but
by where delays are longest or most problematic for transmission. In all model fits, ACD was
found to be strongly related to the time taken to obtain a diagnosis, associated with greater than
20% shorter delay on average than PCD. We estimated that if all cases in this study had been
detected actively, the total person-days of delay accumulated during this period may have been
reduced by nearly 15%. This translated to a reduction of 5 days per case in recently endemic
blocks versus 4.2 in recently non-endemic, suggesting that gains from active detection in terms
of person-days of delay avoided may be greater across recently non-endemic than endemic
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blocks. Characterising this spatial variation offers guidance to areas in which there is greatest
scope to reduce delays - and hence transmission risk - through increased active surveillance
coverage.

The inferred relationship between the length of delay and recent incidence in the region could
reflect the impact of waning awareness and detection effort in areas which have not been
recently affected. This concurs with previous work investigating variation in seeking of and
access to VL diagnosis. A study in Nepal compared samples of districts included and excluded
from the national control programme and found increased delays in care-seeking among
patients in non-programme districts (20). Awareness and attitudes around VL have been
evaluated in various settings, with one study concluding that this may affect the likelihood of
treatment-seeking through appropriate channels (21) and another finding understanding to be
lacking even among individuals having experienced VL in their household (22). The possibility
should be considered that both the benefit of ACD and promptness of independent care-seeking
may wane as we move closer to elimination.

Focusing attention on areas considered “high risk” from recently observed incidence may risk
delaying diagnosis and treatment among the few cases which arise in low-endemic areas. This
could be a concern since recent evidence has arisen of increasing, sporadic incidence of VL
beyond the main endemic regions (23). A study in Vaishali district (24) suggested the need to
extend active efforts of vector control, case detection and community engagement to
non-endemic but high-risk villages peripheral to hotspot areas; however, they conceded that
there are substantial economic barriers to applying this intensive approach.

ACD is laborious and the cost severely limits its viability in areas with no recently reported
cases. Yet, Dial et al. (12) make the case that bolstering efforts in meso- and low-endemic
districts may prove to be cost-effective in the long term. We found evidence that ACD may have
greater scope for reducing delay in less-endemic areas - perhaps since these communities lack
awareness to promptly recognise symptoms and self-refer - providing further justification for
maintaining robust surveillance here. However, it should be considered whether there is a more
economical approach to active surveillance than its current form. A cost assessment could, for
example, be made of a strategy not to intensively detect cases but to intensively increase
awareness (of the disease, its diagnosis/treatment, and of PKDL) outside the assumed endemic
areas.

If the past decade of efforts continue to be successful and incidence declines to near-negligible
levels in many districts, our findings suggest that this may result in longer delays for the few
remaining cases. Medley et al. (25) suggest that prompt diagnosis may be key for India to follow
the examples of Nepal and Bangladesh in achieving elimination as a public health problem, but
there is scope for further investigation of the consequence of delays among few cases on risk of
outbreaks and resurgence. It is clear that key epidemiological features ought to be carefully and
regularly monitored as programme objectives are achieved, generating feedback with which to
periodically update procedures.
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Limitations
Self-reported symptom durations are prone to bias; the raw data exhibit heaping at rounded
time intervals and literature suggests that this behaviour can bias parameter estimates (15).
However, refitting the final model for a binary outcome only reduced the precision of estimates
rather than altering the estimated effects. The subset of observations not linkable to GPS
locations or with other missing characteristics could also bias the observed spatial pattern of
delays or estimated covariate effects. Moreover, the grouping of individual observations by
village could mask or dilute important associations. It is the intention of KAMIS data managers
that, going forward, each patient’s data would be linked to an individual household location as
opposed to only the village centre. The increased identifiability of these data would, however,
need to be carefully navigated in order to take advantage of this finer information for the
purposes of surveillance and analysis.

Our interpretation of ACD impact assumes no unobserved confounding in estimation of the
intervention’s effect. ACD is triggered by incidence in the last 12 months therefore this is a
strong candidate for confounding, but is adjusted for with block and village level indicators in the
model. A more rigorous analysis of ACD specifically, which considered assumed causal
relationships between covariates in more detail, may better pinpoint where and in which
populations its benefit might be greatest relative to the cost.

This analysis only describes the behaviour of symptomatic infection among detected cases. The
observed delay data may under-represent the upper tail of the distribution since presence in the
dataset is conditional on having recognisable symptoms and obtaining a diagnosis at all. The
majority of infections with L. donovani are asymptomatic and resolve without intervention (26),
yet xenodiagnostic evidence suggests that asymptomatics do not contribute substantially to
transmission (27). If poorer detection of symptomatic cases overall corresponds with less
prompt diagnosis as observed here, the absence of as-yet-undetected cases from the analysis
could render our results conservative and suggest that inferred areas of longer delay could
reflect an even greater problem in practice.

Also excluded are cases of post-kala-azar dermal leishmaniasis (PKDL), a more poorly-reported
secondary form of leishmania infection (28) which may contribute increasingly to transmission
as VL incidence declines (28). Delays to diagnosis are usually longer than for VL yet - since
detection of PKDL can be a by-product of VL surveillance - may exhibit similar spatial patterns.

Conclusions
Reduction of avoidable delays to diagnosis and treatment is a key objective in the pursuit of
visceral leishmaniasis elimination across the Indian subcontinent. Previous work has identified
some groups at risk of delayed care-seeking, but we demonstrate that heterogeneity remains in
the promptness of diagnosis across the state. This spatial variation may in part be explained by
differences in risk awareness as a result of recent VL incidence in the community. Evidence
suggests that returns on active detection may vary between regions at different stages of
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elimination, and we suggest that further mathematical modelling may clarify how delays could
perpetuate transmission in low incidence areas. The efficacy of active case detection in
reducing delays is clear, yet its intensity and geographic extent may need to be reassessed as
the region approaches elimination.
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Figure 1: (A) Distribution of reported days from onset of fever to diagnosis for all initially included cases.
The dashed line marks the 14 day criteria for diagnosis. Note the visible heaping in reported duration,
indicating a preference for 30 day intervals. Panel (B) illustrates how the proportion of cases experiencing
excessive delays varies by month of diagnosis. Panels (C) and (D) illustrate the geographic distribution of
reported diagnosis delays, according to GPS location of resident village (after exclusion of < 14 day
durations) and by resident block.
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Figure 2: Coefficient estimates (with 95% CrI) obtained from non-spatial model fits: univariate,
multivariate within each covariate domain and multivariate with selected covariates from all domains.
Selected covariates are also highlighted in bold on the y-axis. Note that domain models were fit to include
either travel time to diagnosis or to treatment facility - but not both - due to collinearity in these covariates
(closest diagnosis facility may also be closest treatment facility), therefore the domain coefficient for
diagnosis season is estimated twice.
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Figure 3: (A) Model-estimated spatial variation in delay,assuming that cases are comparable on all
factors except location. (B) Probability of these predicted delays exceeding 30 days, categorised to
highlight where probability is greater than (yellow) or less than (black) 0.5. The opacity of colour reflects
distance of the estimate from 0.5 i.e. the strength of the classification. (C) Observed total block-level
incidence per 10,000. Note: Estimates are not mapped for districts within which no cases were observed
during the period of the study.

Figure 4: Change in expected diagnosis delay under different ACD coverage scenarios, stratified by
recent block endemicity. Baseline is taken as the expected delay under the actual coverage observed in
this population. Estimates are shown as average days per case in total and average days per case for
which detection route was reassigned under the scenario (i.e. those originally ACD in the 0% scenario,
and those originally PCD in the 100% scenario). Point estimates are medians and intervals are 98%
credible intervals over 10,000 posterior samples.
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Tables
Table 1: Descriptive summary of characteristics of 4,270 VL patients included in the analysis.

Variable N Delay, mean (SD) Delay > 30 days, N (%)

Sex Female 1829 30 (34.4) 623 (34)

Male 2441 31.9 (41.2) 814 (33)

Age (years) < 13 years 1154 25.9 (30.4) 327 (28)

13-25 years 1056 27 (32) 303 (29)

26-42 years 1031 35.4 (43.1) 392 (38)

> 42 years 1029 36.6 (45.8) 415 (40)

Scheduled caste or
tribe

No 2778 32.1 (40.7) 958 (34)

Yes 1492 29.2 (33.9) 479 (32)

Occupation Unemployed 2506 29.9 (35.8) 818 (33)

Unskilled 1213 32 (41.1) 421 (35)

Skilled 272 33.5 (37.4) 99 (36)

Self-employed/salaried 279 34.7 (48.8) 99 (35)

HIV status Negative 4112 30.1 (36.1) 1356 (33)

Positive 158 55.1 (73.7) 81 (51)

Previous VL/PKDL
treatment

No 3896 30.8 (37.3) 1308 (34)

Yes 374 34.2 (48.7) 129 (34)

Detection route Passive (self-report) 2557 35.2 (41.6) 1004 (39)

Active 1713 24.8 (32.3) 433 (25)

Block endemic in 2017 No 2332 34.4 (43.8) 847 (36)

Yes 1938 27 (30.4) 590 (30)

Village IRS targeted in
2017

No 993 33.8 (42.1) 359 (36)

Yes 3277 30.2 (37.3) 1078 (33)

Village incidence > 0 in
2017

No 1929 34.5 (42.9) 726 (38)

Yes 2341 28.2 (34.2) 711 (30)

Travel time to nearest
diagnosis facility

< 15 minutes 2662 31.1 (37.3) 910 (34)

15-30 minutes 1299 31.2 (41.6) 421 (32)

> 30 minutes 309 30.7 (34) 106 (34)
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Travel time to nearest
treatment facility

< 15 minutes 1619 29.6 (34.9) 545 (34)

15-30 minutes 1812 32.2 (41.4) 620 (34)

> 30 minutes 839 31.5 (38.4) 272 (32)

Table 2: Model comparison on within-sample and out-of-sample fit. The minimum of each metric is
shaded in grey. The difference in WAIC (ΔWAIC) between each model value and the minimum is
presented as opposed to the absolute value.

Model

Within-sample Out-of-sample
(random CV)

Out-of-sample
(spatial CV)

ΔWAIC Brier
score

Log
score

Brier
score

Log
score

A (Baseline) Non-spatial,
no covariates

8.8 0.2102 3.9780 0.3544 4.1384

B Non-spatial,
all covariates

4.4 0.2181 3.9361 0.3090 4.0596

C Spatial,
no covariates

2.9 0.1943 3.9333 0.3223 4.1559

D
(Final)

Spatial,
all covariates

0 0.2065 3.9051 0.2370 3.9058
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Chapter 6

The local burden of disease during

the first wave of the COVID-19

epidemic in England: Estimation

using different data sources from

changing surveillance practices

The emergence of COVID-19 in England presents a contrasting example in which multiple

data sources could be exploited in order to identify and address surveillance biases. Each

source offered a different perspective of the common underlying process, and biological

and mechanistic links between them meant that information could be drawn across all of

them, balancing the strengths and limitations of each. This paper describes an analysis

which combines data on reported test positives, COVID-19-related deaths and a nation-

wide infection survey to better understand the progression of the epidemic across local

authorities of England, during the early months when testing was limited to certain set-

tings. This sheds light on the impact of those initial testing constraints on our observation

of the scale of the epidemic, and how this impact potentially varied across different parts

of the country.

This paper was submitted to BMC Public Health in November 2021 and published in

April 2022.

Please note that the original publication contained an error in the acknowledgment of
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three primary authors, which has since been corrected.
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The local burden of disease during the first 
wave of the COVID-19 epidemic in England: 
estimation using different data sources 
from changing surveillance practices
Emily S. Nightingale1,2*, Sam Abbott2,3, Timothy W. Russell2,3 and CMMID Covid-19 Working Group 

Abstract 

Background: The COVID-19 epidemic has differentially impacted communities across England, with regional varia-
tion in rates of confirmed cases, hospitalisations and deaths. Measurement of this burden changed substantially over 
the first months, as surveillance was expanded to accommodate the escalating epidemic. Laboratory confirmation 
was initially restricted to clinical need (“pillar 1”) before expanding to community-wide symptomatics (“pillar 2”). This 
study aimed to ascertain whether inconsistent measurement of case data resulting from varying testing coverage 
could be reconciled by drawing inference from COVID-19-related deaths.

Methods: We fit a Bayesian spatio-temporal model to weekly COVID-19-related deaths per local authority (LTLA) 
throughout the first wave (1 January 2020–30 June 2020), adjusting for the local epidemic timing and the age, dep-
rivation and ethnic composition of its population. We combined predictions from this model with case data under 
community-wide, symptomatic testing and infection prevalence estimates from the ONS infection survey, to infer the 
likely trajectory of infections implied by the deaths in each LTLA.

Results: A model including temporally- and spatially-correlated random effects was found to best accommodate the 
observed variation in COVID-19-related deaths, after accounting for local population characteristics. Predicted case 
counts under community-wide symptomatic testing suggest a total of 275,000–420,000 cases over the first wave - a 
median of over 100,000 additional to the total confirmed in practice under varying testing coverage. This translates 
to a peak incidence of around 200,000 total infections per week across England. The extent to which estimated total 
infections are reflected in confirmed case counts was found to vary substantially across LTLAs, ranging from 7% in 
Leicester to 96% in Gloucester with a median of 23%.

Conclusions: Limitations in testing capacity biased the observed trajectory of COVID-19 infections throughout the 
first wave. Basing inference on COVID-19-related mortality and higher-coverage testing later in the time period, we 
could explore the extent of this bias more explicitly. Evidence points towards substantial under-representation of ini-
tial growth and peak magnitude of infections nationally, to which different parts of the country contribute unequally.

© The Author(s) 2022. Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which 
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Creative Commons licence, and indicate if changes were made. The images or 
other third party material in this article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line 
to the material. If material is not included in the article’s Creative Commons licence and your intended use is not permitted by statutory 
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder. To view a copy of this 
licence, visit http:// creat iveco mmons. org/ licen ses/ by/4. 0/. The Creative Commons Public Domain Dedication waiver (http:// creat iveco 
mmons. org/ publi cdoma in/ zero/1. 0/) applies to the data made available in this article, unless otherwise stated in a credit line to the data.

Introduction
The COVID-19 epidemic has impacted communi-
ties heterogeneously across England since evidence 
first emerged of local transmission in March 2020 [1]. 
Spatio-temporal patterns in transmission - driven, for 
example, by connectivity between regions, timing of 
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initial exposure and impact of control measures - offer 
valuable insight into the development of the epidemic. 
However, such patterns are difficult to observe and 
interpret from raw reported case data alone, due to une-
ven vulnerabilities in the local population and changes 
in surveillance policy over time [2].

In particular, laboratory confirmation of cases was 
initially restricted to urgent clinical need of patients 
and healthcare staff (“pillar 1”) before being expanded 
to encompass all symptomatic cases in the wider com-
munity (“pillar 2”) from 18 May 2020 [3]. These data 
therefore reflect different subsets of total infections at 
different points of the epidemic. Deaths - in particular 
the broad class of COVID-19-related deaths, includ-
ing both test-confirmed and clinically suspected cases 
(where the disease is considered to be the primary cause 
of death or a contributing factor) - can be considered 
more consistently recorded over time. We seek to exploit 
the biological link between the two sources of data to 
obtain a clearer picture of the burden of COVID-19 dur-
ing the first wave, and to quantify the extent of under-
ascertainment - by which we mean the gap between 
reported, confirmed cases and total infections - during 
scale up of testing.

Observed variation in the rate of COVID-19-related 
deaths can be considered a result of two spatially varying 
components: variation in incidence of infection and var-
iation in fatality risk among those infected. Several indi-
vidual-level characteristics have been highlighted as risk 
factors for COVID-19 case fatality - including age, dep-
rivation and belonging to certain ethnic groups - all of 
which are themselves geographically clustered (Fig. S1). 
The influence of this on a population level is evident in 
local summaries of mortality rates in England and Wales 
[4], and will lead to substantial variation in the number 
of infections which give rise to observed deaths among 
the populations of different local areas. These fac-
tors should therefore be taken into account in order to 
understand how the relative number of deaths to infec-
tions varies over space and time. Changes in surveillance 
affect the probability of an infection being reported as 
a case and are therefore also important to account for 
when observing changes in the relative number of deaths 
to cases over time.

Previous studies have demonstrated several differ-
ent methods for estimating the number of cases from 
reported deaths. Jombart et  al. [5] offered an early 
attempt to infer symptomatic cases from the occurrence 
of a single death, concluding that there would have been 
in the region of several hundreds of cases by the time the 
first death was recorded. Russell et  al. [6] proposed an 
approach based on published estimates of baseline case-
fatality rates to estimate the proportion of unreported 

cases over time directly, at national and regional levels 
for a range of early-affected countries. Nicholson et  al. 
[7] further discuss the impact of ascertainment bias in 
the UK’s surveillance systems and present an approach 
to quantify it through a joint analysis of targeted sympto-
matic and randomised testing data.

There have also been a number of studies exploring the 
spatial dynamics of COVID-19, within various country 
settings. Castro et al. [8] considered the timing of deaths 
and cases to understand the detected and undetected 
movement of the epidemic across Brazil. Cuadros  et 
al. [9] explored differences in temporal trends in inci-
dence rates between rural and urban counties in the US, 
but did not consider the proximity of counties in space. 
Amdaoud et  al. [10] evaluated spatial autocorrelation 
statistics to analyse the early spread of COVID-19 across 
Western Europe, and explored how death rates related 
to demographic characteristics and measures of wealth, 
health care and social trust.

Other work exploring variation in mortality between 
local geographies of the UK has not accounted for the 
lack of independence between the units of interest, 
implicitly assuming that geographical regions can be con-
sidered independent after adjusting for a set of popula-
tion covariates [11]. However, small and frequently zero 
counts in death data at a local level can limit precision of 
estimates when analysed independently. Sartorius et  al. 
[12] do explicitly account for this dependence, adding 
a data-driven spatial structure in the form of correlated 
random effects within a mechanistic SEIR model, but fit 
to pillar one case counts only, assuming these represent a 
fitted proportion of total infections constrained between 
5 and 40%, as informed by two systematic reviews of the 
asymptomatic proportion. This does not account for the 
proportion of individuals who are symptomatic but do 
not obtain a confirmed diagnosis.

This analysis aims to extend the concept of inferring 
infections and cases from deaths down to a local level 
while accounting for varying population characteristics, 
timing of first exposure and other unexplained sources 
of spatial correlation. With this approach we pursue a 
clearer understanding of the relative burden of disease 
across the country and how each locality contributes to 
the national picture.

Materials and methods
Data sources
Anonymised line lists of reported COVID-19-related 
deaths between 1 January and 30 June 2020 were pro-
vided by Public Health England (PHE). COVID-19-re-
lated deaths were considered to include those with 
COVID-19 recorded as an underlying cause, or where 
COVID-19 was mentioned as a contributing factor but 
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not specified as cause of death. These two categories 
included a total of 52,560 reported deaths in England 
which occurred between 5 January and 30 June 2020, of 
which 39,332 had laboratory-confirmed infections and 
13,228 non-confirmed but suspected. Counts were then 
aggregated by lower-tier local authority (LTLA), week 
of death (counted from Wednesday 1 January 2020) and 
10-year age group. Aggregation by week was chosen in 
order to avoid excessive zero or low counts and potential 
day-of-week reporting effects, and to obtain a smoother 
representation of the epidemic curve. Records which 
did not have a LTLA provided (n = 74) were excluded. 
Local authority shapefiles and single-age population esti-
mates were obtained from the Office for National Statis-
tics (ONS) [13, 14] and matched to the aggregated death 
data. For descriptive purposes, the distributions of rates 
of deaths and confirmed cases across LTLAs are summa-
rised by median and inter-quartile range (IQR).

LTLAs can be classified into one of four geographical 
categories: London borough (10.3% of total LTLAs), metro-
politan district (11.5%), non-metropolitan district (60.3%) 
and unitary authority (17.9%). The former two categories 
capture the major urban areas of the country (including 
Birmingham, Liverpool, Manchester, Sheffield, Leeds and 
Newcastle) with high connectivity both nationally and 
internationally, while the latter capture predominantly rural 
areas and smaller towns or cities.

PCR-confirmed  cases (i.e. COVID-19 infections iden-
tified through both pillar 1 and pillar 2 surveillance) 
were obtained from the same source and aggregated to 
the same spatial and temporal resolution. Finally, esti-
mates of infection prevalence in England were obtained 
from the ONS COVID-19 infection survey pilot (15) 
which was initiated in May 2020. These are presented as 
an estimated percentage (plus 95% confidence interval 
based on the survey sample size) of the population who 
would test positive via PCR for COVID-19 during roll-
ing fortnightly intervals.

Case definitions
For the remainder of the paper, infections confirmed 
with a positive PCR test and recorded in official case data 
prior to the expansion of symptomatic community test-
ing on 18 May 2020 will be referred to as pre-P2 cases, 
and infections confirmed following expansion of testing 
will be referred to as post-P2 cases. It is noted that, due 
to piloting of pillar 2 testing among high-risk groups, a 
proportion of pre-P2 cases will have been detected via 
the pillar 2 route. We conservatively define the surveil-
lance policy change from the point at which pillar 2 was 
fully available to all symptomatic individuals - assuming 
that case data from this point most accurately reflect the 
increased coverage of the expanded system - and define 

the terminology according to this distinction. We will 
also introduce the concept of predicted-P1+P2 cases, 
meaning the predicted infections which would have been 
PCR-confirmed in the hypothetical scenario in which 
symptomatic community testing had been in place since 
the beginning of the epidemic (January 2020). These 
predicted-P1+P2 cases form a subset of total sympto-
matic cases, conditional on the additional criteria that 
the case must be both symptomatic and seek and obtain 
a confirmatory positive test result. Lateral flow devices 
were not introduced for asymptomatic testing until later 
in the year [3] and therefore are not considered here. All 
references to deaths imply COVID-19-related deaths, 
i.e., those where either PCR-confirmed or clinically diag-
nosed COVID-19 infection is recorded on the death 
certificate.

Model structure
Bayesian mixed effects models for deaths per week and 
per LTLA were fitted using integrated nested Laplace 
approximation (INLA), implemented via the R package 
R-INLA [15, 16].

To facilitate comparison in observed deaths across 
local authorities with different population age distribu-
tions, age-adjusted expected deaths, E, were calculated 
for each LTLA to serve as an offset in models. Expected 
counts were based on age-specific weekly mortality 
rates averaged over the observed time period and over 
the country as a whole. See Additional file 1 for details. 
Weekly reported deaths in LTLA i were assumed to fol-
low a negative binomial (NB) distribution, with log link 
function, offset by log (Ei).

In addition to age, two population level characteristics 
were considered as risk factors for case fatality: level of dep-
rivation and distribution of ethnicity. The Index of Multiple 
Deprivation (IMD) score is defined as a relative measure of 
deprivation between Lower Super Output Areas (LSOAs) 
and incorporates a range of social, economic and health 
factors [17]. LSOAs are defined such that each belongs to a 
unique LTLA, therefore IMD scores could be aggregated to 
the median across all LSOAs in each LTLA and categorised 
by quintiles. To account for the heterogeneous distribution 
of ethnicity across the country, the percentage of minority 
ethnic groups in each LTLA population (relative to white 
as the national majority) was calculated according to esti-
mates from the most recent (2011) census of England and 
Wales (specifically table DC2101EW “Ethnic group by sex 
by age”, all persons and all age categories) [18]. The number 
of residents self-identifying as non-white was aggregated 
from a five-category classification (White, Mixed/multi-
ple ethnic, Asian/Asian British, Black/African/Caribbean/
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Black British, and Other) and calculated as a proportion of 
the total LTLA population.

The temporal dependence in the data was modelled 
using a combination of random effects with random 
walk (RW) correlation structures [19]. A second-order 
random walk (RW2) on the number of weeks since the 
first observed death (the “epidemic” week) was intended 
to capture the shifted epidemic curve in each LA. Addi-
tionally, a first-order random walk (RW1) on calendar 
week was included to capture any overall deviations from 
these epidemic trends (potentially as a result of policy 
and behavioural change). As such, the number of deaths 
in any one LTLA during 1 week are a priori assumed to 
be correlated with the number of deaths across the prior 
2 weeks. Models in which the second-order RW on epi-
demic week was fitted separately within each of the four 
geography categories were also considered.

Models without any specified spatial structure were 
compared to those with independent and identically-
distributed (IID) random effects per LTLA, and with a 
combination of IID and structured, conditional auto-
regressive effects (as described by Besag, York and Mollié 
[20], hereafter referred to as BYM), parameterised with 
a mixing parameter 𝜙 between the two [21]. The latter 
allowed assessment of the contribution of local spatial 
correlation to the fit of the model, relative to purely ran-
dom (IID) variation.

Six models were fitted and compared:

(A) Baseline Observed deaths ~ log(E) (offset) + Over-
all epidemic trend (RW2) + calendar week trend 
(RW1) + covariates (IMD, % minority); no spatial 
structure.

(B) A + geography-dependent epidemic trends
(C) A + IID spatial structure.
(D) B + IID spatial structure.
(E) A + BYM spatial structure.
(F) B + BYM spatial structure.

The distributions of structured random effects (spatial 
and temporal) were fit with penalised complexity priors 
on the precision and BYM mixing parameters [22], and 
fixed effects fit with weakly-informative gaussian priors 
centred at zero. A more detailed specification of all mod-
els can be found in the Additional file 1.

All analyses were performed in R version 3.6.3 (2020-02-
29). All code used to run these analyses have been made 
available at https:// doi. org/ 10. 5281/ zenodo. 57636 64.

Model comparison
Models were compared using the Widely Applicable 
Information Criterion (WAIC) [23] and log score [24]. 
Pearson residuals between fitted values and observed 

were averaged per LTLA and mapped as a visualisation of 
the spatial structure unexplained by each model. Poste-
rior samples (n = 1000) were drawn to explore the uncer-
tainty in predictions and aggregated over LTLAs to give 
total trajectories over time.

Comparison to post‑P2 cases
It was assumed that post-P2 cases (swabbed from 18 May 
2020 onwards) were reflective of the higher coverage sur-
veillance and less obscured by capacity constraints. A 
fixed lag of 1 week between date of swabbing and date of 
death was applied to infer predicted-P1 + P2 cases from 
modelled deaths in the primary analysis, while a sensitiv-
ity analysis was conducted assuming two- and three-week 
lags. This choice was informed by the swab-death delay 
distribution observed in this dataset (median 6 days, IQR 
8 days), while also considering an external report from 
the COVID Clinical Information Network (CO-CIN) 
[25] which suggested an overall longer and more varied 
distribution (median 13 days, IQR 14 days) between onset 
of symptoms and death. The possibility was considered 
that the lag between testing and death may have been 
shorter early in the epidemic, with cases predominantly 
being tested in a hospital setting when symptoms were 
already severe. However, the available data on swabbing 
and death dates did not suggest a difference between 
pre- and post-P2 cases (median 6 days pre-P2 and 7 days 
post-P2, with equal quartiles of 3–11 days), and therefore 
one fixed lag was assumed for the entire period. It was 
assumed that variation over this period of time in the 
ratio of post-P2 cases to deaths would be predominantly 
a result of varying completeness of observation of cases, 
rather than of a difference in underlying case-fatality risk.

The approach taken to infer predicted-P1 +P2 cases 
from reported deaths consisted of three steps. First, 
smoothed trajectories of deaths per week and per LTLA, 
corrected for spatial heterogeneity in case-fatality risk 
factors, were obtained from the fitted model (1000 poste-
rior samples predicted at averaged covariate values with 
non-age-stratified population offset). An LTLA-level ratio 
of cases per covid-related death (post-P2 case per death 
ratio, CPDR) was then estimated for every week beyond 
18 May 2020 and for each posterior sample, lagging the 
modelled death counts by 1 week (two and three weeks for 
the sensitivity analysis) and comparing to post-P2 cases. 
CPDRs were summarised over all post-P2 weeks to obtain 
a median and IQR for each LTLA, which were then used to 
scale up the posterior samples over the whole time period. 
This yielded an estimate of the magnitude of cases giv-
ing rise to those deaths, which would have been detected 
under expanded surveillance. The distributions across 
posterior samples are summarised into 1, 25, 75 and 99% 
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quantiles - yielding 50 and 98% Credible Intervals (CrI) - 
for presentation.

Inferring infection and rate of detection
The previous steps yield local trajectories of COVID-19 
cases which would have been detected through com-
bined hospital and community-based symptomatic test-
ing, had such capacity been available throughout the 
first epidemic wave. However, post-P2 cases detected 
under expanded surveillance remain a subset of the 
total number of infections, which also include those that 
are asymptomatic or otherwise undetected. The ONS 
COVID-19 infection survey pilot [26] suggested that 
per fortnight between 27 April and 24 May 2020 around 
0.25% of the population of England would have tested 
positive for COVID-19, with this percentage steadily 
decreasing to 0.03% by the beginning of July. To inves-
tigate the gap between total infection incidence and 

detected cases, these data were combined with post-P2 
case counts over the same period to infer a rate of detec-
tion under expanded surveillance (see Additional file 1). 
This rate of detection was then applied to the entire tra-
jectories of predicted-P+P2 cases to estimate the num-
ber of infections represented by those detected cases. 
Observed pre- and post-P2 counts could then be com-
pared to these estimated infections to infer the percent-
age of infections detected over time and within each 
LTLA.

Results
A summary of the observed incidence of covid-related 
deaths and pre−/post-P2 confirmed cases is shown in 
Fig. 1. Over time, the early exposure of London is clear 
in both deaths and confirmed cases, with the two epi-
demic curves following a similar shape and peaking prior 
to the other geographies. Outside of London, confirmed 

Fig. 1 Rates of COVID-19-related deaths and confirmed cases in England, by geography and week of death, and by lower-tier local authority 
(LTLA). (A, B): Weekly rates per 100,000 population of COVID-19-related deaths and confirmed cases, respectively, by geography type. Trajectories 
of reported deaths follow a smooth epidemic curve while the peak in case counts appears to be truncated across geographies outside of the 
early-affected London region, potentially as a result of national lockdown measures but also of testing constraints. Dashed vertical lines mark 
dates of significant policy changes with respect to confirmatory testing of suspect cases. (C, D): The same data instead presented as total rates per 
100,000 per LTLA, across the entire first wave (1 January 2020 to 30 June 2020). Time periods are set according to the date of specimen and date of 
death, respectively



Page 6 of 14Nightingale et al. BMC Public Health          (2022) 22:716 

case counts appear to be truncated between the end of 
March and the end of April, approximately coinciding 
with the implementation of the national lockdown on 23 
March 2020.

Overall, COVID-19-related mortality rates ranged from 
10 per 100,000 in South Hampshire to 196 per 100,000 in 
Hertsmere (median [IQR]: 90.6 [71.4, 112.1]). Cumulative 
incidence of confirmed cases was more varied between 
LTLAs, ranging from 71 per 100,000 in Torridge in North 
Devon, to 1040 per 100,000 in the East Midlands city of 
Leicester (median [IQR]: 379.2 [298.3, 491.5]). Supple-
mentary Fig. S1 illustrates the substantial variation in the 
population characteristics assumed to contribute to case-
fatality risk across the country.

Model selection
By comparison of information criteria (WAIC) and 
cross-validated log score, it is clear that adjustment for 
epidemic timing and the specified fatality risk covari-
ates (model A) were insufficient alone to explain the spa-
tial distribution of deaths across England. Out of the six 
candidate models, the BYM spatial model and temporal 
trends specific to the geography of the LTLA was selected 
as offering the lowest WAIC and best cross-validated 
fit (model F) (Table  1). Models with unstructured, IID 
random effects per LTLA performed comparably to the 
BYM model and the overall magnitude of error appeared 
to be reduced, but spatial structure in the residuals was 
still evident (Supplementary Fig. S2).

Final model
The final model suggested strong associations between 
weekly rates of COVID-19-related deaths in a LTLA, 
quintiles of deprivation score and proportion of 
minority ethnicities in the population (RR = 1.27 with 
95% CrI [1.10–1.47] between the 1st and 4th quin-
tiles of IMD; RR = 1.01 [1.006–1.015] per percentage 
increase in minority ethnic population), after adjusting 
for the size and age distribution of the local population 
(Supplementary Table S2). Despite a clear monotonic 
trend through the first four quintiles of deprivation 
score, the difference between the 1st and 5th (most 

deprived) quintiles dropped slightly and was estimated 
with a wider CrI (RR = 1.21 [0.97, 1.49]), perhaps due 
to the smaller number of LTLAs which fall into this 
category. Differences in the shape of the epidemic 
between each geography type were best captured by 
four separately fitted trends as opposed to one overall 
trend, and residual heterogeneity between LTLAs (i.e., 
not captured by covariates) was explained by a combi-
nation of spatial correlation and random noise.

Posterior samples drawn from the selected model 
illustrated a close fit to the epidemic trajectories over-
all and within each specific geography (Fig.  2). Fits for 
a random sample of individual LTLAs are illustrated in 
Supplementary Fig. S3.

The fitted posterior for the BYM mixing parameter, Φ, 
implies that at least 86% (posterior mean 95, 95% CrI: 
[86–99%]) of the residual spatial variation (account-
ing for the specified covariates and temporal trends) 
could be explained by correlation between neighbouring 
LTLAs as opposed to random noise. This suggests that 
there is correlation in observed mortality in neighbour-
ing areas which is not explained by similarities in the 
size, age distribution, ethnic composition or deprivation 
level of their populations. A decomposition of the fit-
ted spatial random effects for each LTLA is illustrated in 
Supplementary Fig. S4.

Comparison to post‑P2 cases
Prior to the expansion of pillar 2 surveillance, the median 
CPDR per LTLA was 4.1 confirmed cases per covid-
related death (IQR [3.4,5.0]). From 18 May 2020 onwards, 
this increased to a median of 5.2 with more variation 
between LTLAs (IQR [3.3,8.6]). Further detail of the spa-
tial heterogeneity in CPDR across the country is illus-
trated in Supplementary Fig. S5.

Figure 3 illustrates the trajectories of predicted-P1+P2 
cases inferred from the model-predicted deaths per 
LTLA, aggregated overall and by geography. Although the 
more comprehensive surveillance was assumed to be in 
place by mid-May, the trajectories of inferred and actual 
cases appear similar from the end of April to early May, 

Table 1 Overall model comparison by WAIC and log score

Model WAIC Log score Diff WAIC Diff log score

B + BYM spatial 24,750 2.601 – –
B + IID spatial 24,801 2.606 51 0.005

A + BYM spatial 25,602 2.690 851 0.089

A + IID spatial 25,665 2.697 914 0.096

Geog-specific temporal (B) 26,344 2.768 1593 0.167

Temporal only (A) 26,865 2.823 2115 0.222
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when testing was accessible to care home residents and 
staff, over 65s and key workers [19]. Overall, the recon-
structed epidemic curve of predicted-P1+P2 cases yields 
a median of over 100,000 additional cases - an increase of 
45% - over the course of the first wave (Table 2).

The four geography types contribute unevenly to this 
difference. In London, the reconstructed counts suggest 
a relative under-representation of the peak incidence 
in observed confirmed cases, which narrows relatively 
rapidly from April onwards as numbers decline and 
testing capacity increases. The implied under-ascer-
tainment in London is of a much smaller magnitude 
than the other three geographies; in particular for 
metropolitan districts and unitary authorities, results 
suggest that, at the height of the epidemic, confirmed 
cases potentially constituted less than half of the symp-
tomatic cases which would have been detected under 
the expanded system. For the predominantly rural 

non-metropolitan districts the difference at the peak is 
less substantial, though still greater than that of Lon-
don. From late-April, total confirmed case incidence 
across these LTLAs actually exceeds the reconstructed 
counts, by a small margin which diminishes towards 
the beginning of the summer (see Fig. 3A).

Assuming a longer two-week lag between testing and 
death yields a much larger difference of 86%, and for 3 
weeks this increases further to 135%. A comparison of 
reconstructed national totals based on three different 
lags is included in Supplementary Table S3 and illus-
trated in Fig. 4. It is clearly shown that assuming a longer 
lag between case confirmation and death yields a higher 
and earlier peak in the reconstructed trajectory of cases.

Estimation of total infections
Figure  5 illustrates the estimated national incidence of 
infection according to the ONS infection survey pilot, 

Fig. 2 Final model fit (1000 posterior samples) over time, as a national total and by geography type. The final model describes observed weekly 
COVID-19-related deaths per LTLA in terms of the size, age, ethnicity and deprivation level of the population, temporal trend and spatial correlation 
between neighbouring LTLAs. Observed rates of covid-related death per 100,000 population are shown in black (A) and white (B). Each grey/
coloured line represents one sampled trajectory from the fitted model, and variation between these reflects uncertainty in the fit



Page 8 of 14Nightingale et al. BMC Public Health          (2022) 22:716 

alongside total observed and reconstructed cases across 
the country. Comparison of observed cases from weeks 
starting 18 May to 15 June 2020 with these estimated 
total infections suggested an overall rate of detection of 
25% (95% CI propagated from infection prevalence esti-
mates: 13–58%). The total wave of infections over the 
entire period implied by this rate of detection is indicated 
by the grey curve.

This yields a cumulative total of 1.3 million infections 
(98% CrI 1.04 to 1.74 million) throughout the first wave, 
of which the observed confirmed cases (n  = 231,817) 
constitute 17.5% (98% CrI 13.3 to 22.3%).

Within each LTLA, cumulative incidence of confirmed 
cases constituted a median of 23% of estimate total infec-
tions (Fig. 6A). The highest rates of detection were found 
in Gloucester and Teignbridge in the south-west, both 
with estimates of over 96% (98% CrIs [87, 110%] and [81, 
121%], respectively), while less than 7% detection was 
estimated in Leicester, Tunbridge Wells and Bradford 
(98% CrIs [3, 11%], [6, 15%] and [4, 10%], respectively). 
See Supplementary Fig. S6 for predicted trajectories in 

these LTLAs. Figure  6B presents the estimated detec-
tion rate for each LTLA compared to the total observed 
incidence, grouped by region. In most regions, greater 
observed incidence coincides with poorer detection of 
total infections. However, in London and the North, the 
trend leans more into the opposite direction. Supple-
mentary Table S4 reports cumulative estimates of total 
infections nationally, by geography type and by region. By 
week, the level of under-ascertainment decreases in mag-
nitude from February to April and settles between 25 and 
30% from late-April to June (Fig. 6C).

The final predicted-P1+P2 and total infections for the 
entire time series in each LTLA are included in  Addi-
tional file 2.

Discussion
This analysis has demonstrated that it is possible to gen-
erate plausible case burden estimates from COVID-
19-related death data and, in doing so, investigate the 
impact of changes in surveillance practices over the first 
months of the epidemic.

Fig. 3 Predicted-P1+P2 cases, according to lagged and scaled-up predictions from the selected model for COVID-19-related deaths, in total (A and 
aggregated by geography type (B). 50–98% credible intervals are shown by the blue shaded areas. Observed totals of confirmed cases per week 
are indicated by black points - unfilled prior to P2-expansion and filled post-P2 expansion. Predicted-P1+P2 cases suggest the potential shape and 
magnitude of the first wave peak if community symptomatic testing (pillar 2) - in addition to hospital-based testing (pillar 1) - had been available 
from the beginning of the epidemic

Table 2 Summary of observed and predicted-P1+P2 case counts over the first wave, nationally and by geography

Observed, test‑ confirmed cases
(up to week starting 2020-06-17)

Predicted
(median [98% CrI])

Percentage
difference

England total 231,817 335,083 [275,482 - 418,847] 44.5 [18.8–80.7]

London Borough 33,399 43,664 [35,881 - 51,337] 30.7 [7.4–53.7]

Metropolitan District 64,007 109,717 [95,734 - 129,216] 71.4 [49.6–101.9]

Non-metropolitan District 79,441 97,786 [78,764 - 122,095] 23.1 [−0.9–53.7]

Unitary Authority 54,970 83,723 [67,673 - 110,968] 52.3 [23.1–101.9]
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The model development process highlights a clear spa-
tial structure to the incidence of covid-related deaths 
at a sub-national level, which is not explained by varia-
tion in the timing of initial exposure (epidemic week), or 
well-documented risk factors of COVID-19 death (age, 
deprivation and ethnic distribution in the local popula-
tion). Similarities in risk between neighbouring LTLAs 
can be an important factor to consider for the design of 
local mitigation strategies, particularly in response to the 
detection of new variants.

Assuming that the epidemic curve of deaths represents 
a specific subset of total symptomatic - i.e., detectable 
under Pillar 1 and 2 testing strategies - infections, this 
analysis suggests that over 100,000 additional cases may 
have been counted across the country in the absence of 
the initial constraints on testing capacity. The uncertainty 
around this estimate is relatively broad (98% CrI [44,000 - 
250,000]), predominantly as a result of uncertainty in the 
case-per-death ratio used to translate between the two 
measures. The increased heterogeneity between LTLAs 
in estimated CPDR following pillar 2 expansion may to 
some extent be attributed to much lower counts of both 
cases and deaths as the epidemic waned, and the occur-
rence of local outbreaks. Overall, we estimate around 
four post-P2 confirmed cases per covid-related death 

across all LTLAs, or equivalently a rate of 0.25 deaths per 
case. This is higher than estimates of the case-fatality rate 
i.e. the rate of deaths among confirmed cases, due to our 
broader definition of covid-related deaths as opposed 
to deaths directly attributed to COVID-19 among con-
firmed cases.

Cases ascertained, even under the expanded system, 
remain a subset of total infections. The case estimates 
obtained here were therefore combined with estimates of 
infection incidence from the ONS’s pilot survey in order 
to explore the rate of detection over time and between 
LTLAs. This investigation suggested that, following the 
roll-out of symptomatic community testing, around a 
quarter of infections in England were being detected - a 
value consistent with estimates obtained by Colman et al. 
[27] for the period of June to November 2020 - com-
pared to only around 10% during the first months of the 
pandemic.

The extent of this under-ascertainment was found 
to vary not only over time alongside the expansion of 
testing capacity, but also between LTLAs. Comparing 
the final model fit to the observed deaths suggested 
relatively little deviation of each LTLA from the fitted 
geography-specific trends, yet the reconstructed infec-
tions differ from observed test positives with much 

Fig. 4 Comparison of predicted-P1+P2 cases assuming one-, two- and three-week lags between date of swabbing and date of death. Shaded 
intervals represent 50–98% credible intervals
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more variation between LTLAs. Greater observed inci-
dence rates appeared to coincide with poorer detection 
of total infections - perhaps reflecting the impact of 
reaching testing capacity - yet this trend was found to 
be inconsistent between regions. This demonstrates the 
sporadic nature of case observation over time and space 
and highlights certain areas of the country in which 
surveillance was perhaps more strongly impacted by 
testing constraints. These differences may in part be 
attributed to local variation in the relationship between 
cases and deaths which isn’t sufficiently captured by the 
assumed case-fatality covariates. We therefore advise 
that LTLA-specific estimates should be interpreted 
with consideration of the local context.

Early projections based on critical care admissions by 
Jit et al. [28] suggested an incidence of over 8000 infec-
tions per day in the UK by mid-March 2020. Assum-
ing detection of 25% of infections under hospital and 
community symptomatic testing, from this study we 
estimate a total of around 111,000 infections during the 
two middle weeks of March, equating to an average of 
just under 8000 per day in England alone. On the other 
hand, via a mechanistic modelling approach, another 

study estimated daily total infections in the UK to have 
reached in the region of several hundred thousand by 
late-March [29]. Genomic analysis suggests that impor-
tations into the UK alone peaked mid-March with up to 
1000 per day [30].

Russell et al. [6] took a data-driven approach in esti-
mating that the peak incidence of symptomatic infec-
tions across the UK had occurred by mid-April 2020 
with a magnitude of around 100,000 per day, and con-
cluded that during March only 3–10% of such cases 
were being detected. This suggests a substantially 
higher peak than our estimate for England alone of 
just over 200,000 total infections per week - on aver-
age 28,000 per day - even accounting for the distribu-
tion of population between the constituent countries. 
Our estimates suggest that the percentage of these 
total infections reflected in confirmed case counts 
varied from around 7% at the start of March to 11% at 
the end, slightly higher than the detection rate Russell 
et al. estimated among symptomatic infections. Overall, 
estimates of infection incidence appear to be variable 
across studies, at least in part due differences in case 
definitions and aggregation over space and time.

Fig. 5 Estimated weekly incidence of infections in England (grey), inferred from predicted-P1+P2 cases  (blue) and an assumed detection rate of 
25% under expanded surveillance. Rate of detection is estimated by comparison of incidence estimates from the ONS infection survey (shown in 
red) and observed case counts (shown in black) between weeks starting 18 May to 15 June 2020. This rate is then applied to predicted-P1+P2 cases 
to obtain the estimated trajectory of total infections
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Limitations
The interpretation of these findings depends on several key 
assumptions, most importantly that variability over time in 
the ratio of confirmed cases to COVID-19-related deaths is 
predominantly the result of varying accessibility of testing. 
It is however plausible that fatality risk would have varied 
over time, potentially increasing towards the peak of the 
wave due to strain on hospitals forcing re-prioritisation of 
care or decreasing later on as treatment options improved. 
Also, it was assumed that variability in the delay from 
swabbing to death on the individual level would be diluted 
by aggregation, hence a fixed-value lag (with its influence 

explored in sensitivity analysis) would suffice. Summaris-
ing observed delays between swabbing and death within 
the available data gave no reason to suggest a difference 
between the time periods pre- and post-pillar 2 expansion, 
therefore the same fixed lag was assumed throughout the 
epidemic wave. A more exact approach, however, would 
have been to incorporate the full distribution of swab-
death delays and redistribute the observed deaths in time 
according to an imputed point of detection.

Only three broad characteristics were consid-
ered as case-fatality risk factors, which essentially 
serve as proxy measures for complex combinations 

Fig. 6 Estimated percentage of total infections represented in observed case counts, per LTLA (panels A and B) and per week (panel C), between 
2020 and 01-01 and 2020-06-17. LTLAs of Gloucester and Teignbridge stand out as having the highest percentage of detected infections, with 
estimates of over 96%. Panel B illustrates the same estimates in panel A but grouped by region, against the total observed incidence per 100,000. 
Total infections over the time period are estimated based on the predicted-P1+P2 cases and an assumed infection detection rate of 25% under 
expanded surveillance. All panels reflect median predictions over 1000 posterior samples, with panel C additionally showing 50–98% credible 
intervals
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of underlying comorbidities and health indicators 
across the population. Dichotomising self-identi-
fied ethnicity in a population into “majority” and 
“minority” groups is crude, given that risk has been 
found to differ between ethnic groups in different 
ways [31]. We implicitly assume that these estimates 
from the national census are representative of the 
population. Several studies report case-fatality risk 
as being overall higher among biological males [32–
34], yet there is also debate as to how the effect may 
interact with other key risk factors such as age and 
deprivation [35]. Here it was found that the ratio 
of males to females varied only marginally between 
LTLA populations and was uninformative for the 
observed mortality rate.

In individual level analysis, comorbidities such as car-
diovascular disease, diabetes, and cancer were shown 
to have an association with mortality after adjusting 
for both ethnicity and deprivation level [36]. The local 
prevalence of such conditions is however a compo-
nent in the calculation of the deprivation score used 
here. There are likely nuances and complex interactions 
between granular risk factors for mortality [37, 38] 
which are not yet understood in sufficient detail to be 
explicitly defined in such a model. The measures used 
here are therefore intended to capture high-level differ-
ences, and further work exploring additional covariates 
associated with mortality on both an individual and 
environmental/contextual level might improve popula-
tion-level risk estimates.

Finally, this approach does not account for the 
dynamics of transmission in and around long-term 
residential care facilities during the early months of 
the pandemic, within which many deaths during the 
first wave occurred [39]. The nature of infections in 
these settings - with respect to mortality, testing and 
management - is different to that which occurred in 
the wider community, yet both care home and com-
munity deaths were treated equally in this analysis. 
For LTLAs with a particularly large care home popula-
tion, the estimated case-per-death ratio may be higher 
than it would have been excluding these particularly 
vulnerable individuals. However, adjusting for the age 
distribution of the LTLA population in the underly-
ing deaths model should at least in part attenuate this 
source of variation. This study aimed to explore broad, 
population-level patterns in incidence of deaths and 
detection of cases, whereas characterising the con-
tribution of incidence within residential care settings 
would require a more fine-scaled, context-specific 
analysis. There was further substantial transmission 
within healthcare settings which we have not included 
separately [40].

Conclusions
Effective and efficient control of an infectious disease 
epidemic relies on appropriate quantification of risk at 
a local level from available surveillance data. However, 
there are many reasons for which such data may not be 
equally representative of disease burden across different 
regions and populations. In the case of the COVID-19 
epidemic in England, it is known that limitations in test-
ing capacity distorted the observed trajectory of cases 
during the first wave. In this analysis, by combining more 
consistently reported data on deaths and more represent-
ative case data from later in the epidemic, it was possi-
ble to reconstruct a plausible trajectory of symptomatic 
cases which could have been detected in the absence 
of the early testing constraints, and further to infer the 
total number of infections these reported cases would 
represent. This facilitated a comparison between the two 
testing policies and highlighted heterogeneity in case 
ascertainment across different regions of the country.

The burden of disease and impact of the response 
to this pandemic will be evaluated in detail for years to 
come. Considering how changes in surveillance policy 
can obscure the spread of an epidemic - using meth-
ods such as those demonstrated here - will be essential, 
in particular for understanding the consequences of the 
country’s initial level of pandemic preparedness.
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Chapter 7

Discussion

7.1 Challenges of monitoring and modelling disease at emer-

gence and elimination

In settings of emergence and elimination when observed case incidence is highly hetero-

geneous, it is crucial to consider how cases arise over space and how patterns observed in

the past may give insight into the future. Spatial targeting of interventions is desirable

in both settings, where constraints on resources often make blanket approaches infeasible.

However, this targeting must inevitably be informed by what is observed through the bi-

ased lens of surveillance. Spatial variability in surveillance can have a strong influence on

how disease burden is understood to be distributed and on the policy decisions made as a

result.

Under-prepared systems often mean that the rapid escalation of emerging epidemics can-

not be fully observed. This was clearly the case during the COVID-19 pandemic and early,

important decisions were made based on an unrepresentative picture of disease burden. In

elimination settings, predominantly passive surveillance systems established during a pe-

riod of endemicity may be insufficient to achieve the necessary completeness of observation

to verify and maintain extremely low levels of transmission. This can result in an incorrect

perception of the control or even elimination of a disease from a region. Evaluating the

strength of surveillance systems should therefore be a crucial point of focus in settings

where any form of elimination is the goal.
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7.2 Principle findings of this thesis

This thesis set out to explore and address these challenges within the contexts of two

different diseases and settings. Firstly, in chapter 3, a commonly-asked programmatic

question - regarding the short-term forecasting of disease for the purpose of resource

targeting - is addressed for the case of visceral leishmaniasis elimination in Bihar. In this

case a practically acceptable level of predictive accuracy was attained. However, it was

highlighted that, despite the policy relevance of sub-district (‘block’) level with respect to

incidence targets and implementation of interventions, short-term forecasts at this spatial

scale are much less useful when cases are very sparse. Moreover, patterns of incidence

were observed in some blocks which appeared to reflect the sudden detection of a cluster

of cases at one point in time, rather than the natural incidence of individual cases. This

drew attention to the challenges of drawing inference from routinely reported diagnoses

in the presence of active case detection measures. These patterns of sporadically high

incidence on a block-month scale are evidence of surveillance biases in the data, which

alter how the observed spatial and temporal patterns can be interpreted in terms of true

disease burden.

Chapter 4 follows on from these conclusions by using a disaggregation approach to draw

inference at a finer scale that is more practical to act upon in terms of intervention,

and more relevant to the actual vector-borne transmission of VL. Spatial patterns of

environmental conditions suitable for the sandfly vector are not found to be informative

of spatial patterns in incidence between villages. The reason behind this may be linked to

low levels of incidence across the majority of the state at this stage of elimination. Spatial

patterns arising from the underlying biological mechanism of vector-borne transmission

may have become increasingly fragmented at very low levels of incidence, to the point

where they are no longer identifiable. At this stage there may also be a greater contribution

of transmission at a longer range through population movement, rather than driven by

vector movement and abundance.

The inaccuracy of the disaggregated predictions may give further evidence for routine

surveillance data not being representative of true incidence; spatial patterns at the village

level may not be predictable based on environmental covariates and spatial autocorrelation

if much of the pattern in fact arises from locally-targeted surveillance effort. On the other

hand, inaccuracy may arise from the methodological approach itself as opposed to the

underlying data. Previous applications of this disaggregation regression methodology have

not had access to data at the disaggregated scale with which to formally validate. This
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analysis is therefore unique in testing how the method performs against real-world data

and gives an insight into its limitations, for example in not accommodating non-linear

associations with the specified covariates.

Chapter 5 pushes further into the idea of varying surveillance effort by investigating ex-

cessive delay to diagnosis experienced by reported cases, in relation to the geographic

location of their village and its history of VL. After adjusting for individual level factors

which could affect symptom presentation (e.g. HIV infection) and the detection of each

case through passive (self-reported) or active (i.e. targeted) channels, substantial residual

variation was found to remain at the village level. This appeared to be associated with

previous VL burden and interventions in the village and by further, unexplained, correla-

tion between nearby villages. Areas in which cases on average experienced longer delays

were identified in the south and north-east of the state, beyond the high burden areas

at the focus of the elimination programme. Even having adjusted for each individual’s

route of detection, there may be an indirect effect of active case detection (ACD) on the

time taken for cases to report passively; the presence of these activities in reaction to

recent incidence could more generally raise awareness and responsiveness among the local

population.

Diagnosis delay is used here as an indirect indicator, having been previously shown to

be associated with detection effort [114]. The fact that observed heterogeneity in delay

cannot be fully attributed to ACD could suggest that multiple factors would also play

a role in the probability of diagnosis overall, across different locations and populations.

In the absence of another quantifiable measure, this provides an initial insight into how

the non-uniform distribution of ACD may be biasing the observed distribution of disease

across the state, and what the pattern of this bias may look like. Delays to diagnosis

and treatment of infectious cases also directly impede the interruption of transmission

in areas of low incidence, potentially creating the conditions to trigger an outbreak and

unravel the progress of recent years. In the absence of effective prophylactic measures,

ensuring consistently prompt diagnosis across the entirety of the state will be critical to

avoid resurgence.

Finally, chapter 5 presents the emergence of COVID-19 as an example of how the spa-

tial pattern of surveillance bias can be more thoroughly interrogated when multiple data

sources may be drawn upon. In the case of VL, substantial changes in disease burden occur

on the scale of several years, therefore questions around burden can reasonably be explored

from a purely spatial perspective, within a fixed time window. The COVID-19 pandemic,
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on the other hand, was dynamic and rapidly evolving. It was therefore important to

model the epidemic behaviour with temporal as well as spatial trends. Variation was

found between England’s local authorities in terms of the extent to which confirmed cases

of COVID-19 were representative of total infection during the first epidemic wave. Al-

though testing was constrained across the country during the first few months, it appeared

to have a differing impact on the proportion of symptomatic cases that were detected in

different parts of the country, in particular between urban and rural locations. Similarly

to the case of VL in Bihar, the limitations of the surveillance system did not appear to

impact observation uniformly over space, and potentially led to an inaccurate view of

where the heaviest burden lay.

7.3 Policy Implications

Although a common request of modellers from policy-makers, validated short-term fore-

casts are rare. Since the work in chapter 3 was published, several other attempts have

been made to forecast VL in different settings [115, 116, 117]. These, however, apply uni-

variate time series methods to predict for a region as a whole without also accounting for

variation over space. Hussein-Alkhateeb et al. recently reviewed early warning systems

for several outbreak-prone diseases [118] and found that, although a multitude of work has

been published on the topic, prediction validity was often not presented. Moreover, the

practicality of integrating highly complex statistical models into routine surveillance is a

key limitation that is rarely addressed. In a recent qualitative analysis of interviews with

key stakeholders and policy-makers, Dial et al. [119] state this as one of the key barriers

to the use of modelling outputs in policy.

This work demonstrates that short-term forecasting of VL case burden at a sub-national

level is feasible and practical, and there is an ongoing dialogue with partners in-country

about integration of this into programmatic use (Appendix A) via the new, online KA-

MIS dashboard. This would allow programme managers and policy-makers to review

both the current situation and what is expected over the next few months, and plan the

distribution of resources accordingly. It would also allow policy-makers to obtain near-real

time estimates of elimination target attainment if recent observed trends were to continue.

The relevant spatial resolution for inference may, however, differ between an epidemi-

ological and policy perspective. For VL, the policy-relevant partition was initially the

sub-district or ‘block’ - the scale at which the threshold for elimination as a public health

problem was set and monitored. However, from an epidemiological perspective, the smaller
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scale of village was more relevant since risk factors, exposures and conditions for trans-

mission can be highly heterogeneous across these discrete communities. The ideal scale

on which to answer a given epidemiological or policy question must be balanced against

the practical limitations of data collection at that scale and the computational effort to

analyse it. Chapter 4 suggests that prediction of fine-scale incidence from block-level data,

i.e. prediction over space rather than ahead in time, is more challenging. This highlights

the value of on-the-ground surveillance at a local level, and justifies the investment of time

and resources in this.

In addition to case incidence, key indicators of the performance of the elimination pro-

gramme (treatment delay, duration of fever, testing for HIV co-infection) are now mon-

itored through the KA-MIS dashboard, but only to the level of district. The work in

this thesis suggests that monitoring at this scale may miss important focal areas of poor

performance within broadly well-performing districts. Chapter 5 in particular shows the

value of analysing characteristics of individual cases on a finer spatial scale, yielding the

important insight that the success of the control programme on a regional level has not

been felt equitably across the population at risk.

Combined with the current targeted ACD in endemic villages, additional spot-checks

within non-endemic villages - particularly in areas found to be prone to longer delays

- would give crucial reassurance that the lack of observation does indeed reflect a lack

of incidence. The definition of ”high-risk” may be extended to encompass not only risk

inferred from recent incidence, but also risk due to uncertainty as a result of lack of recent

surveillance activity in the area. Cases identified through such additional checks could be

isolated and treated much more quickly than if they had waited to self-report, reducing

the risk of reestablishing transmission in the area. It is also vital that the timing and

location of ACD activities is recorded in addition to the diagnosis of cases. Such data

would give an indication of the likely sensitivity of the surveillance system in different

areas, from which we could better understand our uncertainty in observed case counts.

This could be communicated to stakeholders alongside reported incidence rates to convey

a level of confidence in the attainment of incidence targets.

Well-designed prevalence surveys can provide a representative estimate of true disease

burden which may be compared against routine notifications to quantify the extent of

under-detection. Yet, in the case of a disease nearing elimination, such a survey would need

to be vast to capture the low levels of prevalence. For a novel emerging disease, there may

be insufficient knowledge of its dynamics to design an appropriate survey with respect to
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scale and sampling approach. In either case, even the largest prevalence surveys are rarely

powered to estimate on a sub-national level. The approach described in chapter 4 offers a

possible alternative, but we find that it cannot replace information gathered directly at a

local scale in this elimination setting. Chapter 6 demonstrates a retrospective approach to

infer the relative extent of under-detection, which captures the impact of testing strategies

on detection of symptomatic cases but still depends on survey data to infer the magnitude

of asymptomatic infections.

It is clear that, despite their cost, surveys of this kind play an important role in emergence

and elimination settings. In the example of COVID-19 emergence, we circumvented we

the lack of sub-national infection survey estimates by making the assumption that it was

only severity and case detection which varied sub-nationally, and not infection overall.

This is a crude assumption but perhaps justifiable given the high transmissibility of the

virus and the overall connectivity of England’s population; it is highly likely that, even

before the start of the data, the epidemic had been seeded and was circulating undetected

in most parts of the country. In elimination settings and in particular in a rural and less

connected region such as Bihar, it is plausible for broad areas to have not been exposed

to infection for some time. In these cases, surveys should be carefully targeted to certain

populations and locations in which the routine data is weakest and which pose the greatest

threat in terms of recrudescence, adding important information and precision where it is

needed most.

7.4 Limitations

These two disease settings demonstrate the challenges of disentangling the mechanisms of

incidence and surveillance. Chapter 3 finds that the practical interpretation of forecasts

is severely limited when no attempt is made to distinguish the two. Chapters 4 and

6 attempt to exploit the nature of the underlying biological mechanisms as a way to

differentiate between variation in true incidence and variation in surveillance. Chapter

5 explores an indirect indicator of the strength of surveillance in the form of diagnosis

delays, but how representative this indicator is cannot be easily verified.

The methods applied here all make the assumption of similarity or dependence between

observations according to spatial proximity. Although the mechanism of transmission for

both COVID-19 and VL is broadly conducive to this simple assumption, there are other

factors at play which in reality result in complex connections between both geographically

close and distant cases. Distant regions can be strongly inter-dependent in terms of trans-
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mission as a result of population movement, for example across travel networks between

major towns or cities [120]. The dominance of distance-based spatial structures in models

of vector-borne disease incidence has been raised as a limitation elsewhere [121].

The regions at risk of VL in Bihar are in particular connected from a non-geographic

perspective via temporary migration for work [105, 108]. This movement likely increased

as a result of the COVID-19 pandemic, at the same time that access to care was disrupted

and impoverished populations left even more vulnerable [122, 123, 124, 125]. Future

analyses of routine VL surveillance data will need to consider how this can be accounted

for more realistically than with simple proximity-based assumptions.

The assumed strength of correlation may be weighted according to the “flow” of pop-

ulation between areas (for example inferred from mobile data [6]) or some composite

measure of ease of travel based not only on distance but also road condition, public

transport connections and cost. The latter was considered within chapter 5 as a co-

variate capturing accessibility of diagnosis facilities, but not to quantify the correlation

of observations to each other. Locally adaptive methods can accommodate less smooth

changes between neighbouring units than the standard conditional auto-regressive struc-

ture [126], and even greater flexibility can be achieved using penalised smoothing splines

[127]. However, identifying data with which to inform hypothesised connections poses a

challenge; Lee et al. [127], for example, define non-Euclidean ‘proximity’ using census

data on cross-municipality commuting, but suggest that longer-range air travel data may

be more appropriate.

Of course any arbitrarily complex correlation structure may in theory be specified, but

adding complexity to the assumed spatial structure inevitably results in greater (poten-

tially prohibitively so) computational cost. The efficiency of the INLA algorithm relies

heavily on the sparse precision matrices implied by simple, nearest-neighbour assump-

tions of spatial dependence. More complex models may therefore demand a return to a

more traditional sampling-based approach, for example taking advantage of the improved

efficiencies offered by the Hamiltonian Monte-Carlo algorithm as implemented in Stan

[128].

The question has been raised as to how much of the spatial correlation we are trying

to model is attributable to common risk factors, exposures and connectivity within the

population, and how much is an artifact of surveillance. For the case of VL, it was

not possible to directly interrogate this question since the implementation of ACD is

not recorded and does not follow a fixed structure that could be modeled. The dataset
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described in chapter 5 defines the detection route of each case - inferred through data on

referral source and linkage to suspect case registers - therefore providing some evidence for

when ACD has been implemented. These data include cases defined as detected via ACD

within villages which had not had recently reported cases and hence should not in theory

have been subject to ACD efforts. This could suggest that ACD is in practice implemented

on a more ad-hoc basis than the official protocol states, or could be a consequence of the

imperfect linkage of patients to a village. Either way, it demonstrates that the local impact

of ACD is difficult to quantify from the available information.

Efforts to identify and record referral route for newly diagnosed cases (e.g. through a local

informant designated to identify suspect cases or otherwise) have recently improved and

relative proportions are now presented on the KA-MIS dashboard, albeit aggregated over

the whole state. Further analysis of case data which distinguish actively and passively

detected cases could give more insight into how ACD is deployed and how its yield may

be distributed differently to passive, self-reporting across the state.

7.5 Future directions

The digitisation of routine surveillance data with the advent of KA-MIS in 2017 has

created the first opportunities to draw inference of VL burden on a state-wide scale in

near-real time. Definition of how the population of Bihar is divided into enumerated

village communities, and the initiation of a plan to geolocate all new cases as they are

diagnosed, opens the door to finer scale inference than has been possible before. These

new opportunities for inference may have the potential to fill gaps in knowledge of the

epidemiology of VL where mechanistic modelling approaches have in the past fallen short.

At present, however, there remain limitations in the available data which prevent them

being used to their best advantage. In particular, a record of when and where village-

level interventions (vector control and case detection) are implemented, uniquely linked

to the master list of villages used in case surveillance, could be incorporated into routine

data collection. The evidence from controlled studies as to the efficacy of these targeted

interventions is mixed, therefore these data could facilitate valuable investigation into their

practical, real-world impact on case detection.

Avilov et al. [129] propose an approach to estimate a case detection rate for TB by con-

sidering a competition model between disease progression, death, spontaneous self-cure

and detection. Their approach, however, depends upon the ability to stratify observed

cases by disease stage at the point of detection, whereas routinely-collected data regard-
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ing disease progression for VL are limited. Time from symptom onset to diagnosis is in

practice not considered to be reliably reported and is often missing, recorded deaths are

rare and the durations between these events very uncertain. Shaweno et al. [130] extend

the idea and present a geo-spatial hidden Markov model to address a similar question,

exploiting inherent spatio-temporal correlation and predictor-driven mechanisms to esti-

mate the underlying incidence process separately from the binomial detection process.

However, their model is fit across only 66 small geographic units or kebeles. Fitting such a

model across the incredibly sparse process of village-level VL may present computational

challenges. These approaches demonstrate the kind of inference around the detection pro-

cess that may be possible but would need to be adapted to the specific setting of VL, and

potentially would depend on adjustments to the kind of data which are routinely recorded.

Surveillance bias is common in many fields from which parallels with infectious disease

epidemiology may be drawn. In particular within ecology, a common goal is to estimate

a spatially continuous process of occurrence or abundance from observations at different

locations. This process can be subject to bias resulting from non-random chance of the

target (for example, an animal) being detected from the observer’s location. This could be

interpreted as a similar process to that of varying disease surveillance coverage discussed

within this thesis. The mechanism of the bias may be due to distance sampling, wherein

the chance of detection decreases with increasing distance from the observer, or preferential

sampling, where observation is more common at locations where the animal is expected

to be. The reactive process of ACD, along with the finding from chapter 5 that diagnosis

delays appear shorter in areas with recent incidence, could reflect a process of the latter

type. In this case, observation is dependent on the underlying incidence process itself.

Distance sampling may be counteracted by incorporating into the model a function of

decaying detection probability with distance from the known observer location [131]. Of-

ten, inverse-care laws apply in disease surveillance contexts - people at greater “distance”

from health care (be that by physical distance or as a result of economic/social barriers)

have greater difficulty obtaining appropriate care and as a result have poorer health out-

comes [132]. Simplistically, this could be described as a distance sampling process in which

cases in more remote locations are less likely to be detected than those with easier access

to a health facility, with this probability decreasing with geographic distance. However,

the analysis in chapter 5 suggested that distance with respect to travel time to a facility

equipped for VL care was not strongly associated with the length of time taken to obtain a

correct diagnosis. There are likely a number of complex, interacting factors at play which
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would not be possible to capture in a smoothly decaying function over only one dimension.

The reactive triggering of ACD could possibly be modelled within a similar framework

to that used with distance sampling, for example as a step-change of increased detection

probability for a period of time following a new passively-detected case. The concept

of assuming an increased rate following observation of an event is analogous to a “self-

exciting” or “Hawkes” processes, the potential value of which has been demonstrated

for epidemiological applications [133, 134, 135, 136]. These processes - initially defined

to model earthquakes and their aftershocks - distinguish the observation of events over

time into two contributing factors: a background intensity and a “triggering” function.

This defines an intensity which is conditional on the history of the process, such that the

occurrence of one event temporarily increases the intensity for a period of time before

eventually decaying back to the background rate. Equivalently, a triggering function in

space increases the intensity for the surrounding area, decaying with distance. Estimation

of such models using the INLA method has been proposed [137].

Preferential sampling can be addressed using a joint model between the locations at which

the process is observed and the measurement at that location, with the two components

sharing a common spatial field [138, 139]. Not accounting for this dependence has been

shown to result in biased inference [139], however this bias may be attenuated with ad-

justment for appropriate confounding variables that link the process to the observation

locations. Investigation into whether preferential detection of VL cases is evident in his-

torically affected areas would mean that decisions as to how targeted surveillance is used

in future can be made with a better understanding of its limitations.

The types of models described here can be classified as semi-mechanistic. These are

statistical, data-driven models which also incorporate known structures or mechanisms of

the data generating process - such as the links between observations at different disease

stages and the processes of detection - as in classical transmission models. Spatio-temporal

statistical models can in theory be incredibly flexible, but require substantial amounts of

data to fit the complex patterns that arise from infectious disease surveillance. Yet, even

with the emergence of a novel disease of which there is little prior knowledge, we are never

completely agnostic about the processes by which the disease presents and is recorded. In

settings of emergence and elimination where the available data may be limited or biased,

semi-mechanistic models can allow our broader understanding of the underlying physical

and biological process to inform and constrain estimation.
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It is not possible to know how the first COVID-19 wave may have played out if a more

robust system had been in place to inform those early policy decisions; however, an un-

derstanding of how it fell short could contribute to improving the country’s response to

an emerging epidemic in the future. The elimination of VL in India, on the other hand,

is at a crucial turning point where decisions are being made about the use of resources to

monitor and maintain suppression of transmission going forward. Insights gained within

this thesis highlight how the current system of targeted active surveillance may leave blind

spots where transmission could resurge - a crucial consideration when we are no longer

faced with the task of measuring burden of disease, but of validating its absence. Finally,

this thesis identifies opportunities to adapt the way in which surveillance may be con-

ducted and interpreted, so that the country can continue to move towards truly equitable

elimination of the disease.
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leishmaniasis prevalence and associated risk factors in the saran district of Bihar,

India, from 2009 to July of 2011,” The American Journal of Tropical Medicine and

Hygiene, vol. 88, pp. 778–784, Apr. 2013.

[79] L. A. C. Chapman, S. E. F. Spencer, T. M. Pollington, C. P. Jewell, D. Mondal, J. Al-

var, T. D. Hollingsworth, M. M. Cameron, C. Bern, and G. F. Medley, “Inferring

transmission trees to guide targeting of interventions against visceral leishmania-

sis and post–kala-azar dermal leishmaniasis,” Proceedings of the National Academy

of Sciences, vol. 117, pp. 25742–25750, Oct. 2020. Publisher: Proceedings of the

National Academy of Sciences.

[80] G. Bhunia, N. Chatterjee, V. Kumar, N. Siddiqui, R. Mandal, S. Das, and S. Kesari,

“Delimitation of kala-azar risk areas in the district of Vaishali in Bihar (India)

using a geo-environmental approach,” Memórias do Instituto Oswaldo Cruz, vol. 107,
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[114] L. E. Coffeng, E. A. Le Rutte, J. Muñoz, E. R. Adams, J. M. Prada, S. J. de Vlas, and

G. F. Medley, “Impact of Changes in Detection Effort on Control of Visceral Leish-

maniasis in the Indian Subcontinent,” The Journal of Infectious Diseases, vol. 221,

pp. S546–S553, June 2020.

[115] H.-l. Li, R.-j. Zheng, Q. Zheng, W. Jiang, X.-l. Zhang, W.-m. Wang, X. Feng,

K. Wang, and X.-b. Lu, “Predicting the number of visceral leishmaniasis cases in

Kashgar, Xinjiang, China using the ARIMA-EGARCH model,” Asian Pacific Jour-

nal of Tropical Medicine, vol. 13, p. 81, Feb. 2020. Company: Medknow Publications

and Media Pvt. Ltd. Distributor: Medknow Publications and Media Pvt. Ltd. Insti-

tution: Medknow Publications and Media Pvt. Ltd. Label: Medknow Publications

and Media Pvt. Ltd. Publisher: Medknow Publications.

[116] V. Rahmanian, S. Bokaie, A. Haghdoost, and M. Barooni, “Temporal analysis of

visceral leishmaniasis between 2000 and 2019 in Ardabil Province, Iran: A time-

series study using ARIMA model,” Journal of Family Medicine and Primary Care,

vol. 9, pp. 6061–6067, Dec. 2020.

[117] K. B. A. Pimentel, R. S. Oliveira, C. F. Aragão, J. Aquino Júnior, M. E. S. Moura,
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Supporting Information 1

S1 Text 2

Model Selection 3

Starting with a basic, endemic-only model (including a population offset and linear 4

trend in time), potential extensions of the three core components were added in turn 5

and measures of fit and predictive power were calculated. The addition which yielded 6

the best improvement in the RPS of OSA predictions, subject to calibration (p not less 7

than 0.1 for test of calibration based on RPS), was selected and then all remaining 8

options tested again. This process was repeated until no further extension of the model 9

made a significant (p <0.001) improvement to predictive power (as determined by a 10

permutation test on the RPS). This stringent criterium was employed in order to 11

prioritise simplicity over complexity. If at any point an individual model parameter lost 12

significance, the element associated with this parameter was removed in subsequent 13

models. 14

Empirical Coverage Probabilities 15

Again using a one-step-ahead approach, the 25th and 75th quantiles of the predicted 16

distribution were calculated and a score of 0 or 1 assigned if the observed value fell 17

inside or outside this quantile range respectively. This binary score was assigned for 18

each block and each month in the test set, such that we could subsequently calculate a 19

proportion of prediction intervals which did not capture the true count. Thus, the 20

overall score, C, is given by 21

C =
1

nint

∑

i,t

1[yit ≤ qi,t,0.25|yit ≥ qi,t,0.75] (1)

where yit is the observed count for block i at month t, ni and nt the total number of 22

blocks and months respectively, and qi,t,p the pth quantile of the predicted distribution. 23

We also investigated such a score using 10th and 90th quantiles, to ascertain whether 24
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these could be used as approximate lower and upper bounds for case counts. 25
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Figures

Figure A.1: Districts with unusual incidence patterns resulting in inflated dispersion estimates.

Figure A.2: Probability integral transform (PIT) histograms for models with increasing orders of
geometric lags from 1 to 12 months (left to right, top to bottom) in the auto-regressive component.
The final model selection process considered up to four lags.

146



Figure A.3: PIT histograms for selected models at each stage. Model 42 is the final model.
Model 52 offered minor improvement in RPS with additional complexity.

Figure A.4: Fitted seasonal waves in auto-regressive (AR) and neighbourhood (NE) model com-
ponents. Both reflect the first-quarter peak in reported cases but the magnitude of the waves
differs, with the contribution of the AR component varying more than that of the NE.
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Figure A.5: Blocks with average RPS greater than 2.5 over the test period (Jan 2017—Dec 2018).
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Short-term prediction of block-level VL 
diagnoses for routine surveillance 
Emily S Nightingale  

2022-12-01 

Introduction 
The WHO target of elimination of VL as a public health problem was the motivation for developing 

this tool. The aim was to explore the feasibility of projecting recent trends in incidence forward at 

short time horizons in order to better monitor the progress of each block towards this target.  

Routine surveillance monitors incidence rates per block in order to identify high-, moderate- or low-

endemicity and hence determine intervention plans. Block-level incidence was also used to monitor 

regional elimination status with respect to the number of blocks above or below the target. This 

approach does not take into account that risk is shared across administrative boundaries and, as 

such, a block defined as low- or non-endemic does not imply that it is at low risk of transmission or 

reintroduction in the future.  

This prediction tool employs an existing statistical framework [1] to model the dependence of 

monthly, block-level incidence rates on the recent past, both within the same block and across its 

neighbours.  

Use of the tool 
This document serves to explain the analysis pipeline written to obtain short-term predictions of 

visceral leishmaniasis diagnoses at the block level in Bihar, India, employing the model described in 

[2]. The purpose of this work was to estimate potential incidence over the next 3-4 months based on 

historical incidence patterns over time and between neighbouring blocks. These may be used to 

monitor progress towards elimination goals and potentially to identify blocks for closer attention, in 

which patterns diverge from the regional trends.   

All code has been written and tested in R version 3.6.3 (2020-02-29) and requires the following 

packages: tidyverse, lubridate, reshape2, surveillance, hhh4addon, rgdal, spdep, here, sf, tictoc. The 

code can be accessed through a public repository at https://github.com/esnightingale/vl-short-term-

prediction.  

Data 
Raw linelist data are currently downloaded manually from the KA-MIS web portal (https://ka-

mis.org/ ) via a secure login provided by CARE India. 

The dataset of interest is the state-level resident diagnosis table, consisting of individual diagnosis 

records for both VL and PKDL with date and block of residence. To ensure all relevant records are 

included, data are downloaded without filter and the time span restricted within a later data 

cleaning step.  

This data table currently may only be downloaded by state, so to include multiple states in the 

analysis requires downloading the separate files and appending before running the data aggregation 

step. 



The raw data are read in, cleaned, split by case type (VL or PKDL) and aggregated by block and 

month of diagnosis.  

 

Figure 1: Monthly new reported diagnoses for VL and PKDL across the state of Bihar, from January 2016 to 

February 2021. 

Pipeline 
The pipeline consists of the following steps: 

1. Set up populations – Read block population estimates from the most recent census (2011) 

and project forwards per month according to estimated decadal growth rates.  

2. Clean and aggregate linelist – Read in raw data, clean and filter to specified period, then 

aggregate by block and month for analysis. 

3. Set up data formats for HHH4 model – The HHH4 model framework requires a certain 

structure of input data (defined as a “spatial time series” object or stsObj), consisting of 

matrices of case and population counts, a shapefile and neighbourhood matrix for the 

spatial units, start date and frequency of observations. 

4. Fit the model and predict ahead – Predictions are obtained by drawing simulations of the 

trajectory n months beyond the fitted data, on a rolling basis. A test period is also specified 

(currently set to the most recent six months) with which to check predictive accuracy. 

5. Summarise and plot the predictions – Calculate quantiles over simulated trajectories, by 

block, state and month, and plot these prediction intervals. 

 

These steps are implemented in sequence via the script run_all.R. Parameters which can be adjusted 

are: 

• Start and end dates between which to aggregate data and fit model 

• Number of months to include as a test period for prediction 

• Number of months to forecast ahead of observed data 

• Number of simulations to draw 

If the specified end date is beyond the observed range of diagnosis dates in the raw data, the end 

date is redefined from the last observed diagnosis date rounded down to the start of the last month 

(in order to exclude diagnoses from the latest, incompletely reported month). 



Outputs 
The following are example outputs based on a model fit to diagnoses from 2016-01-01 to 2021-02-

01, with rolling 3-month-ahead predictions.  

 

 

Figure 2: State total counts with three-month-ahead predictions based on 1000 simulations from the model, for 
a test period of six months and a forecast period of three months. For each predicted month, the model is refit 

to include the latest observed data.  

 

Figure 3: Equivalent predictions at the block level, for blocks with highest total incidence since 2019. 



 

Figure 4: Estimated block-level incidence rates for the most recent twelve months, including the three month 
forecasts just obtained. 

 

Figure 5: Blocks above the 1 per 10,000 target incidence rate according to estimated 12 month incidence, based 
on median and upper 95% quantile of simulations.  

Other applications 
Provided that relevant administrative boundary and population data were available alongside 

observed case counts, the tool may be adapted to other settings (with respect to geographic region 

and/or disease). However, two key limitations of the described approach are, firstly, that predictions 

at this administrative level will have less practical use as case counts fall to very low levels, and 

secondly, that the predictions only reflect patterns of reported cases and not of underlying incidence 



or transmission. These limitations should be taken into account when considering applying the tool 

in new contexts.  
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C Supplementary Materials: Inferring the distribution of

visceral leishmaniasis incidence from data at different

spatial scales

Figures

Figure C.1: Village population estimates obtained by CARE field teams through routine surveil-
lance versus estimates for the same villages aggregated from WorldPop raster data.
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Figure C.2: Village GPS locations which did not initially fall within a village polygon. Original
locations are shown in red with snapped locations in green.

Figure C.3: Evaluation of Moran’s I statistic for VL incidence at the block (left) and village
(right) level. The solid vertical line illustrates the observed value, alongside the distribution of 999
values simulated under the assumption of complete spatial randomness.
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Figure C.4: Moran’s I statistic calculated across constituent villages of each non-zero incidence
block, and plotted against the block’s overall incidence rate. There does not appear to be any
trend between the magnitude of the statistic to the level of block endemicity.
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Figure C.5: Population and covariate raster data included in the disaggregation model (resolution
1km).
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Figure C.6: Comparison of predicted to observed village incidence rates, relative to locally-
informed population estimates from CARE India as opposed to aggregation of WorldPop estimates
to village polygons. Scatter plots only include affected villages, with non-zero observed and pre-
dicted incidence. Box plots include only villages with non-zero predicted incidence, to allow log
transformation of the x-axis (note the different x-axis scales between models).
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D Supplementary Materials: Spatial variation in diagnosis

delay for visceral leishmaniasis in Bihar, India
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Supplementary Materials

A Mesh construction
A triangular mesh on which to base the spatial SPDE model was constructed such that the
distance between nodes was between 2km (the average distance between nearest-neighbour
affected villages) and 10km.

B Cross-validation

Fifty iterations of spatial and non-spatial cross-validation were performed, to assess the
contribution of the random field to prediction. For the former, all observations within a 50km
radius of a randomly sampled point were withheld from model fitting and delay for the sampled
point then predicted. For the latter, only the sampled point was withheld and then predicted. A
cross-validated logarithmic score (logs) (19) was calculated across all fifty test observations,
summarising the log posterior density at the observed value. Classification of delays greater
than 30 days was also assessed via the Brier score (20), defined as the mean squared
difference between the posterior probability of delay exceeding 30 days (the exceedance
probability) and the observed (binary) value.
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Figures

Supplementary figure S1: Locations of health facilities in 33 endemic districts of Bihar, with capacity for
diagnosis and/or treatment of VL. Minimum estimated travel time to one of these facilities from any point
in the state is illustrated in the panels on the right.
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Supplementary figure S2: Flow chart of the data cleaning process, illustrating number of observations
excluded under each criteria and the remaining observations included in the primary analysis.
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Supplementary figure S3: Correlations between diagnosis delay and all covariates considered. The
point-biserial method is used for correlation between binary and continuous variables, and the Pearson
method otherwise. The size of the square for each combination indicates the strength of correlation, while
the colour indicates both strength and direction. The strongest correlations are observed between travel
time to diagnosis facility and travel time to treatment facility, as to be expected since several facilities
provide both services, between village vector control and incidence in 2017, and between employment
and sex.
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Supplemental figure S4: Comparison of coefficient estimates between non-spatial and spatial models.
Estimates are also shown from a model with only fixed effects. All significant covariates remain so with
addition of the spatially-structured random effect. The estimated effect size for detection route and
historical block endemicity are marginally reduced, while that of historical village incidence is increased.
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Supplementary figure S5: Comparison of coefficient estimates (with 95% CrIs) between final model
(Poisson likelihood) and an alternative using a binomial likelihood with a cut-off of 30 days’ delay. It is
important to note that estimates from the final model represent risk ratios while for the alternative binomial
model they represent odds ratios. Therefore the magnitude of effects cannot be directly compared, only
the direction.
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Supplementary figure S6: (A) Predicted probabilities of delay exceeding 30 days and (B) an alternative
version of Figure 3B with a higher cut-off of 0.75, to illustrate the impact of the choice of cut-off value.
Delays greater than 30 days are only expected with high probability in limited regions of the
south/south-east and north west.

Supplementary figure S7: Sensitivity analysis of the SPDE prior specification, comparing fitted spatial
fields from the final model, with varying prior range and standard deviation.

Tables
Supplementary table S1: Summary of 736 observations out of 5,030 which were excluded from the
dataset prior to analysis, due to either missingness of GPS location for the village or missingness in one
or more of the individual-level covariates of interest.

Excluded Included
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N 736 4294

Delay, median [IQR] 16 [11-46] 16 [11-44]

Age, median [IQR] 28 [13-45] 25 [12-42]

Female, n (%) 285 (38.7) 1833 (42.7)

HIV positive, n (%) 241 (33.3) 1498 (34.9)

HIV missing, n (%) 12 (1.6) 0 (0)

Previous VL/PKDL treatment, n (%) 35 (5.2) 158 (3.7)

Previous treatment missing, n (%) 69 (9.4) 0 (0)

Marginalised caste, n (%) 59 (8.1) 377 (8.8)

Caste status missing, n (%) 8 (1.1) 0 (0)

Unemployed, n (%) 399 (55) 2525 (58.8)

Missing occupation, n (%) 11 (1.5) 0 (0)

Diagnosed through ACD, n (%) 277 (37.6) 1720 (40.1)

Supplementary table S2: Summary of patient and village level characteristics of cases reporting less
than or greater than 14 days of fever prior to diagnosis. Intervals presented are approximate 95%
confidence intervals for mean or percentage.

Duration of fever before diagnosis

< 14 days >= 14 days

N 24 4270

Age 16 [9-30] 25 [12-42]

Female, n(%) 4 (16.7) 1829 (42.8)

Marginalised caste, n(%) 6 (25) 1492 (34.9)

HIV positive, n (%) 0 (0) 158 (3.7)

Previous VL/PKDL treatment, n (%) 3 (12.5) 374 (8.8)

Unemployed, n (%) 19 (79.2) 2506 (58.7)

Diagnosed through ACD, n (%) 7 (29.2) 1713 (40.1)

Resident of village with non-zero VL
incidence in 2017, n (%)

12 (50) 2341 (54.8)

Resident of village targeted for IRS in
2017, n (%)

16 (66.7) 3277 (76.7)

Resident of village in an block classed
as endemic in 2017, n (%)

17 (70.8) 1938 (45.4)
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Travel time to diagnostic facility, median
[IQR]

9 [5-12] 12 [7-18]

Travel time to treatment facility, median
[IQR]

16 [11-19] 18 [11-27]

Supplementary table S3: Changes in magnitude of fitted random effects (non-spatial and spatial) with
inclusion of each covariate domain.

Included domain

Non-spatial effect (OLRE) Spatial effect (SPDE)

Mean absolute value %
change Mean absolute value %

change

None (Model C) 0.7005 - 0.2517 -

Patient (age, HIV, detection) 0.6889 -1.66 0.2374 -5.69

Awareness (block endemicity,
village incidence)

0.6978 -0.39 0.2289 -9.06

Access (travel time to
treatment facility)

0.7005 0.00 0.2495 -0.87

Supplementary table S4: Summary of delays associated with active and passive case detection, by
recent block endemicity. The relative gains from ACD compared to PCD appear greater in blocks which
had not been recently classified as endemic.

Non-endemic 2017 Endemic 2017

No. blocks 290 44

Total population 76484757 9389809

No. cases detected 2332 1938

via ACD (%) 995 (42.7) 718 (37.0)

Mean delay - overall 34.4 27.0

via ACD 27.8 20.8

via PCD 39.5 30.7

Difference PCD-ACD (Std. err.) 11.7 (1.8) 9.8 (1.4)

Supplementary table S5: Estimated total person-days of delay (median and 98% credible interval over
10,000 posterior samples) in the scenario of (a) complete ACD coverage, i.e. with all observations
redefined as actively detected and (b) no ACD coverage, i.e. with all observations redefined as passively
detected. The impact of the detection scenario is summarised with respect to the change in total
person-days of delay relative to the original fitted values, as an overall total and split by the endemicity of
the block.
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Scenario Measure Total Non-endemic 2017 Endemic 2017

Observed
ACD
coverage
(Baseline)

No. blocks 334 290 44

No. detected cases 4270 2332 1938

Via ACD (%) 1713 (40.1) 995 (42.7) 718 (37.0)

Expected total person-days
delay

134 631 [133 760, 135
495]

81 345 [80 675, 82 000] 53 283 [52 739, 53 829]

Per case
(ACD + PCD)

31.5 [31.3, 31.7] 34.9 [34.6, 35.2] 27.5 [27.2, 27.8]

Modelled
complete
(100%)
ACD
coverage

Expected total person-days
delay -

114 793 [109 454, 120
650]

69 772 [66 603, 73 230] 45 042 [42 779, 47 478]

Per case
(originally ACD + PCD)

26.9 [25.6, 28.3] 29.9 [28.6, 31.4] 23.2 [22.1, 24.5]

Change from baseline -19 811 [-25 180, -14 118] -11 575 [-14 693, -8 256] -8 234 [-10 479, -5 851]

Per case
(originally ACD + PCD)

-4.6 [-5.9, -3.3] -5 [-6.3, -3.5] -4.2 [-5.4, -3]

Per reassigned case
(originally PCD only)

-7.7 [-9.8, -5.5] -8.7 [-11, -6.2] -6.7 [-8.6, -4.8]

Modelled
no (0%)
ACD
coverage

Expected total person-days
delay

146 645 [142 519, 151
121]

89 114 [86 421, 92 047] 57 530 [55 974, 59 195]

Per case
(originally ACD + PCD)

34.3 [33.4, 35.4] 38.2 [37.1, 39.5] 29.7 [28.9, 30.5]

Change from baseline 12 009 [7 942, 16 437] 7 761 [5 129, 10 612] 4 246 [2 812, 5 813]

Per case
(originally ACD + PCD)

2.8 [1.9, 3.8] 3.3 [2.2, 4.6] 2.2 [1.5, 3]

Per reassigned case
(originally ACD only)

7 [4.6, 9.6] 7.8 [5.2, 10.7] 5.9 [3.9, 8.1]
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Supplementary Materials 1 

A Spatial aggregation 2 

Four sub-regions of Buckinghamshire were aggregated in order to match most recent 3 

population estimates, since the LTLA was recently sub-divided. The City of London was 4 

combined with Westminster due to its very small resident population, and the Isles of Scilly were 5 

excluded since no COVID-19-related deaths had been reported there within this time period. 6 

Overall, reported deaths were attributed to 312 spatial units across England. 7 

 8 

LTLAs can be classified into one of four geographical categories: London borough (10.3 % of 9 

total LTLAs), metropolitan district (11.5 %), non-metropolitan district (60.3 %) and unitary 10 

authority (17.9 %). The former two categories capture the major urban areas of the country 11 

(including Birmingham, Liverpool, Manchester, Sheffield, Leeds and Newcastle) with high 12 

connectivity both nationally and internationally, while the latter capture predominantly rural 13 

areas and smaller towns or cities. 14 

 15 

B Age-adjusted expected deaths 16 

Specifically, if  is the total observed deaths in age group  and  the estimated total 17 

population of England within the same age group, then  is defined as the total age-specific 18 

mortality rate 19 

 20 

over the whole period. These rates are scaled down to estimated average rates per week by 21 

dividing by the number of observed weeks in the study period (~ 25). If  is the estimated 22 

population in age group  within local authority , then the expected number of deaths per 23 

week, , for age group  in LA  is calculated as 24 

 25 

 26 

Finally, the expected deaths overall in LA  is 27 

 28 

 29 

where  denotes the total number of age groups. These expected values form a baseline 30 

which assumes all LTLAs exhibit the same age-specific mortality rates, and that these rates are 31 

constant over the observed period. We then conduct the analysis on the standardised mortality 32 

ratio, SMR, of observed deaths, per week and LA, over expected. 33 
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C Model Formulae 34 

The overall structure of fitted models for number of deaths  and expected count  is as 35 

follows: 36 

 37 

 38 

  39 

 40 

for LTLA  in calendar week , where  denotes the contribution of fixed covariate 41 

effects,  and  the temporal random effects on epidemic week (denoted   for the week of 42 

first  death) and calendar week respectively, and  the spatial random effect. NB reflects the 43 

chosen negative binomial likelihood.  44 

 45 

The temporal random effects are defined with random walk (RW) correlation structures. A 46 

random walk of order one (RW1) assumes that the increments 𝛿𝑡 − 𝛿𝑡−1 between each time 47 

step are Gaussian distributed with mean 0 and precision 𝜏. A second order random walk (RW2) 48 

assumes the same of the second order increments 𝛿𝑡 − 2𝛿𝑡−1 − 𝛿𝑡−2 and hence describes a 49 

smoother trend. Specifically,  is modelled by a second-order random walk with precision , fit 50 

either across all LTLAs or replicated by geography  {London borough, metropolitan district, 51 

non-metropolitan district, unitary authority}.  is modelled by a first-order random walk with 52 

precision .  is the size parameter (1/overdispersion) for the negative binomial distribution. 53 

 54 

Three candidate structures for the spatial random effect were considered. The index  {Null, 55 

IID, BYM} indicates either no spatial model, the completely unstructured IID model or the 56 

Besag-York-Mollie spatially-structured model parameterised with precision  and mixing 57 

parameter . These are defined as follows: 58 

 59 

Null:  60 

 61 

IID:  62 

 63 

BYM: 64 

  65 

Priors 66 

Gaussian priors with mean 0 and precision 0.1 were specified for the fixed covariate effects. 67 

Penalised complexity priors were specified for the precisions of the three structured random 68 

effects (temporal and spatial) such that , with the upper limit  69 

defined as the standard deviation of residuals from the null, fixed-effect-only model, averaged 70 



 

2 

over the relevant index (epidemic week, calendar week, LTLA). The BYM mixing parameter  is 71 

also given a penalised complexity prior, such that . 72 

 73 

D Rate of detection under symptomatic community 74 

testing 75 

The ONS COVID-19 infection survey was piloted from April 2020, conducting PCR tests in 76 

samples of the population in order to estimate the prevalence of test-positive infections in the 77 

country over time. Estimates during this early period are presented as a percentage of the 78 

population who would test PCR-positive, by rolling fortnight, and were translated to an 79 

approximate weekly incidence by dividing by two, assuming test-positivity duration of one week 80 

and simple steady-state dynamics.  81 

 82 

Assuming the population of England to be 56 million, the total weekly incidence of test-positives 83 

was calculated for weeks starting 18 May to 15 June 2020. The cumulative count of infections 84 

over this period was then compared to the cumulative count of confirmed cases to estimate the 85 

detection rate of infections under expanded surveillance.  86 

  87 



 

3 

Supplementary Figures 88 

 89 

 90 
Figure S1: Distribution of LTLA-level characteristics used in modelling of mortality risk. Younger 91 

age and greater minority proportion are characteristic of urban centres, whereas deprivation is more 92 

pronounced across northern LTLAs. 93 

 94 

 95 

 96 

 97 

 98 

 99 

 100 

 101 
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102 
Figure S2: Averaged log scores (top) and Pearson residuals (bottom) from models fitted to weekly 103 

deaths per local authority which occurred between 2020-01-01 and 2020-06-30. Adding spatial 104 

random effects reduces the magnitude of error overall, with the conditional autoregressive structure from 105 

the BYM model providing the best cross-validated fit.  106 

 107 

 108 

 109 

Figure S3: Fit of the selected model for nine randomly sampled LTLAs, over 1,000 posterior 110 

samples. For the LTLA fits, observed rates of COVID-19-related death per 100,000 are shown in black, 111 

with 50-98% credible intervals. 112 
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113 
Figure S4: Decomposition of the fitted BYM spatial model into structured and unstructured 114 

components. For the selected model, the percentage of residual spatial variation attributable to the local 115 

correlation structure was estimated as 95% (95% CrI [86 - 99]).  116 

 117 

 118 

 119 

 120 

Figure S5: Median ratio between weekly observed cases and one-week-lagged modelled deaths 121 

per LTLA (population case-fatality ratio), before (left) and after (right) expansion of pillar 2 testing 122 

for all symptomatic individuals from 2020-05-18. Greater variation post-P2 expansion will in part be 123 

attributable to overall smaller counts of deaths per LTLA. 124 

  125 
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126 
Figure S6: Predicted-P1+P2 cases (blue) and total infections (grey) over time, within LTLAs with 127 

the highest and lowest estimated detection rates. Estimates for Gloucester and Teignbridge were 128 

96.6% [87%, 110%] and 96.1% [81%, 121%], while for Leicester and Tunbridge Wells were 6.7% [3%, 129 

11%] and 6.8% [6%, 15%].  130 

 131 

 132 

 133 

 134 

 135 

 136 

 137 
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Supplementary Tables 138 

 139 

Table S1: Summary of LTLA-level characteristics, overall and by geography type (median [IQR]). 140 

Age is defined as the estimated median according to age-specific population estimates for each LTLA, 141 

IMD as the median score across lower super output areas (the level at which the score is calculated) 142 

within each LTLA, and % minority population as the percentage of the LTLA population identifying as non-143 

white according to the most recent census (2011). 144 

 Median age Median IMD score % Minority population 

Overall 41 [37, 45] 16.1 [11.4, 22.4] 0.05 [0.03, 0.13] 

By geography London Borough 34.5 [33, 36] 20.4 [13.9, 26.5] 0.39 [0.31, 0.47] 

 Metropolitan District 39 [35, 41] 27.2 [21.4, 31] 0.11 [0.04, 0.19] 

 Non-metropolitan District 43 [40, 46] 13.8 [10.8, 18.4] 0.04 [0.02, 0.07] 

 Unitary Authority 39.5 [35.75, 43] 19.1 [13, 23.9] 0.06 [0.03, 0.14] 

 145 

 146 

 147 

Table S2: Estimated coefficients for LTLA-level covariates (posterior mean and 95% credible 148 

interval), from the final selected model. Estimates are multiplicative due to the log link function, hence 149 

a value greater than one would indicate a positive association with COVID-19-related mortality rate and a 150 

value less than one a negative effect. A higher percentage of minority ethnicities and higher deprivation 151 

quintile in the LTLA were found to be associated with higher rates of COVID-19-related mortality, after 152 

accounting for the age and size of the population. Fixed effect estimates (posterior mean and 95% 153 

credible interval) from the final selected model. 154 

Covariate Estimate [95% CrI] 

% minority ethnicity 1.01 [1.006, 1.015] 

IMD score quintile 1 (least deprived) 1 

 2 1.03 [0.96, 1.12] 

3 1.17 [1.06, 1.30] 

4 1.27 [1.10, 1.47] 

5 (most deprived) 1.21 [0.97, 1.49] 

 155 
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Table S3: Sensitivity analysis comparing predicted-P1+P2 cases under assumed lags of two and 156 

three weeks between confirmatory testing and death. As in Table 2, counts reflect the hypothetical 157 

scenario in which expanded surveillance (hospital- and community-based symptomatic testing) were 158 

available from the start of the epidemic. The differences explored here are a result of assuming a longer 159 

(either two or three week) average lag between the date a case is initially swabbed for testing and the 160 

date of death.  161 

 Observed, 
test- 

confirmed 
cases  

(up to week 
starting 

2020-06-10) 

Two week lag Observed, 
test- 

confirmed 
cases  

(up to week 
starting 2020-

06-03) 

Three week lag 

 
Predicted 

(median [IQR]) 

 
Percentage  
difference 

 
Predicted 

(median [IQR]) 

 
Percentage  
difference 

England total 226,522 418,627 [352,699 - 
493,737] 

84.8 [55.7 - 118] 220,218 515,598 [452,200 - 
582,182] 

134.1 [105.3 - 
164.4] 

 

London 
Borough 

33,118 54,447 [45,905 - 
63,585] 

64.4 [38.6 - 92] 32,809 67,350 [60,818 - 
75,379] 

105.3 [85.4 - 
129.8] 

Metropolitan 
District 

61,976 130,758 [117,755 - 
144,591] 

111 [90 - 133.3] 59,757 153,856 [141,322 - 
165,896] 

157.5 [136.5 - 
177.6] 

Non- 
metropolitan 
District 

77,965 125,167 [101,393 - 
151,902] 

60.5 [30 - 94.8] 76,100 159,341 [133,909 - 
185,609] 

109.4 [76 - 
143.9] 

Unitary 
Authority 

53,463 107,980 [91,151 - 
127,351] 

102 [70.5 - 
138.2] 

51,552 134,568 [120,599 - 
149,287] 

161 [133.9 - 
189.6] 

 162 

 163 

 164 

 165 

 166 

 167 

 168 

 169 

 170 

 171 

 172 
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Table S4: Summary of observed confirmed cases and estimated total infections, by geography 173 
and region.  174 

 

Observed, 
 test-confirmed cases  
(up to week starting 

2020-06-17) 

Estimated total infections 
(median [98% CrI]) 

Percentage 
difference 

England 231,817 1,323,622 [1,038,213 – 1,737,564] 17.5 [13.3 - 22.3] 

 

London Borough 33,399 172,478 [122,976 – 233,570] 19.4 [14.3 - 27.2] 

Metropolitan District 64,007 433,397 [345,610 – 568,269] 14.8 [11.3 - 18.5] 

Non-metropolitan  
District 

79,441 386,269 [292,924 – 511,017] 20.6 [15.5 - 27.1] 

Unitary Authority 54,970 330,717 [247,024 – 479,398] 16.6 [11.5 - 22.3] 

 

East Midlands 20,053 176,864 [131,958 – 271,843] 11.3 [7.4 - 15.2] 

East of England 23,058 116,037 [88,180 – 151,430] 19.9 [15.2 - 26.1] 

London 33,399 172,478 [122,976 – 233,570] 19.4 [14.3 - 27.2] 

North East 14,981 48,207 [36,572 – 64,796] 31.1 [23.1 - 41] 

North West 41,607 258,741 [212,280 – 315,380] 16.1 [13.2 - 19.6] 

South East 33,249 138,331 [106,817 – 184,415] 24 [18 - 31.1] 

South West 12,623 47,713 [27,010 – 65,821] 26.5 [19.2 - 46.7] 

West Midlands 24,874 129,636 [104,508 – 156,690] 19.2 [15.9 - 23.8] 

Yorkshire and  
The Humber 

27,973 235,422 [184,770 – 335,078] 11.9 [8.3 - 15.1] 

 175 

 176 

 177 
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