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Abstract

To meet universal Sustainable Development Goal targets, decision-makers
need evidence about the effectiveness policy and programmes. Impact
evaluations aim to provide that evidence, by quantifying the magnitude of
changes in outcomes caused by WASH interventions in particular contexts
for particular groups. However, there are concerns about the findings of
single studies like randomised controlled trials (RCTs) and non-randomised
studies (NRS), due to biases inherent in each approach. The best way to
inform decisions is to use evidence from a variety of methodologies and

contexts.

An evidence census shows that, while the quantity and quality of WASH
impact evaluations has increased, there are important ethical concerns about
relevance, reporting and representativeness. Drawing on the census, a
critical appraisal tool was developed to evaluate consistently biases in RCTs
and NRS. The tool was piloted in systematic reviews of internal and external
replications on international development topics. The results of systematic
reviews and meta-analyses that applied the tool in external replications were
analysed. The findings showed that NRS with relatively low risk-of-bias
produced the same pooled effects on average as RCTs (standardised mean
difference (SMD)=0.00; 95% confidence interval (CI)=-0.06, 0.06), but NRS
with high risk-of-bias over-estimated effects (SMD=0.17; 95% CI=0.07,
0.28). A systematic review of internal replication studies also found well-
designed NRS produced effects that were statistically indistinguishable from

RCTs (mean squared error=0.00).

Lack of access to and use of safe water, sanitation and hygiene (WASH) are
thought to kill 300,000 children annually. RCTs are often considered the
best causal evidence, but they cannot usually assess mortality due to power
and ethical reasons. Existing systematic reviews assume diarrhoea morbidity
is closely correlated with mortality. Meta-analysis of mortality impacts from
the evidence census found 15 percent reduction in the odds of all-cause
mortality in childhood, and 50 percent reduction in odds of diarrhoea
mortality. WASH interventions reduce more deaths when they include

hygiene and total sanitation.
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Chapter 1 The value of impact
evaluation and evidence synthesis for
global poverty reduction efforts

1.1 Introduction

“The state of the public health of a community is determined at any
particular time by the interaction of many diverse influences. Some of
these influences are good some are bad; some are known, others
unknown... The task of the public health service is to take cognisance of
all these influences; to assess the effects of them; to foster the good ones,

and to attempt to eliminate the bad ones.”
M’Gonigle and Kirby (1937, pp.19-20)

Water, sanitation and hygiene (WASH) are human rights that underpin basic
needs. Most fundamentally, WASH affects the likelihood of survival beyond
early childhood, and determines whether basic needs for human life —
nutrition, excretion and safety — and higher order needs — like dignity,
productivity, and happiness — are met (Maslow, 1943). Yet, according to the
World Health Organization (WHO) and United Nations Children’s Fund
(UNICEF) Joint Monitoring Programme (JMP) for Water Supply and
Sanitation, 2 billion people do not have safe, readily available water at home,
and 4.5 billion lack access to safely managed sanitation services
(WHO/UNICEF, 2019). How can this be, when the technologies and resources
exist to provide everyone with safely managed WASH, when improved WASH
provides the foundation for combating communicable diseases like diarrhoea
which is endemic in low-income communities, killing millions every year, as
well as for blocking infectious disease transmission in epidemics, such as the

coronavirus disease 2019 (COVID-19) pandemic (Howard et al., 2020)?

At least part of the reason is due to competing priorities among decision-
makers. To meet universal targets as defined by the Sustainable Development
Goals (SDGs), decision-makers need access to evidence on what are the most

effective ways to provide access to and promote use of WASH services, in
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particular contexts, and for specific groups, particularly those who are the

hardest to reach like remote populations and the most disadvantaged.

M’Gonigle and Kirby’s (1937) evaluation of slum upgrading in 1920s Stockton-
on-Tees, England — one of the first impact evaluations of a large-scale public
health intervention — quoted above, indicated the great interest and challenges
in attributing changes in quality of life to environmental health
improvements.! Impact evaluations are attribution studies that aim to quantify
the magnitude of effect of WASH provision or use on outcomes like child
survival. There has been rapid growth in impact evaluations, especially
randomised controlled trials (RCTs), owing to the influx of resources from
major funders like the Gates Foundation. RCTs are not always feasible or
ethical, but there is a debate about whether non-randomised studies (NRS) are
able to produce unbiased estimates of effect. In addition, single studies, of
whatever design, provide information specific to the context in which they are
conducted, and may not be communicated in a way that is relevant or
accessible for decision-making. Hence, there has been a simultaneous rise in
evidence synthesis, particularly systematic reviews, which aim to provide
critically appraised findings about generalisability of the evidence to aid

decision-making.

This Thesis draws these different strands together on the effects of WASH
policy and programmes in low- and middle-income countries (L&MICs),
impact evaluation using randomised and non-randomised appoaches, and
evidence synthesis. This first chapter introduces the Thesis topic, covering
WASH sector interventions (Section 1.2), the consequences of limited access
to and use of WASH (section 1.3), and presents a causal framework linking
interventions and outcomes (Section 1.4). Section 1.5 discusses approaches to
evaluating causal relationships using randomised and non-randomised
evaluation. Section 1.6 discusses bias in design and implementation of
evaluation studies and evidence synthesis methods that aim to overcome bias.

The final section overviews the Thesis chapters.

1 Quotes from M'Gonigle and Kirby (1937) are used throughout this chapter to
highlight the many points raised in that classic study which remain relevant for
evaluating environmental health impacts in low-income contexts.
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1.2 Water, sanitation and hygiene interventions

“The physical condition of our population is now less unsatisfactory than
it was 30 years ago but, whatever degree of improvement has taken place
should not be allowed to blind us to the present state of affairs which, as

has been shown, still remains unsatisfactory.”

M’Gonigle and Kirby (1937, pp.179-180).

The quality of water supply, sanitation and hygiene facilities — that is, the
extent to which they are likely to provide drinking water of sufficient quantities
for basic needs, enable hygienic handwashing and food preparation, and safe
removal of excrement from the human environment — is dependent on the
types of water, sanitation and hygiene technology available. These have been
articulated into ladders providing the indicators against which global progress

is measured (Table 1.1).2

There has been broad consensus on the need for universal access to improved
WASH since the 1977 United Nations (UN) Water Conference at Mar del Plata
and subsequent International Drinking Water Supply and Sanitation Decade
of the 1980s. The goal of that Decade, ratified by the Conference, was to
provide adequate access to safe water and hygienic latrines to the population
of the world by 1990 (Cairncross et al., 1980: xi). In 1990, the Convention on
the Rights of the Child recognised the “right of the child to the enjoyment of
the highest attainable standard of health... through the provision of... clean
drinking water, taking into consideration the dangers and risks of
environmental pollution” (Article 24, p.57; cited in Jolly, 2004, p.274). In the
intervening decades, the UN has coordinated global indicators for improved
access to and use of WASH facilities, and the targets set to measure their

achievement.

2 There are also intermediate steps on the sanitation ladder not listed in Table 1.1.
For example, where there is no fixed place of sanitation but some attempt to remove
faeces from exposure to others such as ‘cat sanitation’ (Waterkeyn and Cairncross,
2005).
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Table 1.1 Ladders of WASH technology improvements

Drinking water Sanitation Hygiene
Improved Improved facilities that: ~Improved facilities Undefined.
facilities: e are accessible on where waste products
safely premises, and are either:
managed ¢ provide waterwhen ¢ treated and
needed, and disposed in situ, or
e provide water free e temporarily stored
from contamination. and then emptied
and transported to
off-site treatment
centre, or
e transported through
sewer with
wastewater and
treated off-site.
Improved Improved sources that Improved facilities Fixed or mobile
facilities: require less than 30 provided at the handwashing
basic minutes round-trip to household level. These facilities with
collect (including include networked soap and water:
queueing time). These sanitation: e handwashing
include piped supplies: e flush and pour flush facilities

e tap water in the toilets connected to defined as a
dwelling, yard, or sewers. sink with tap
plot And on-site sanitation: water,

e public standposts/ ¢ flush or pour flush buckets with
pipes. toilets connected to taps, tippy-

And non-piped supplies: septic tanks or pits taps, and jugs

e boreholes/ tube e  pit latrines with or basins
wells slabs designated for

e protected wellsand e composting toilets, handwashing
springs including twin pit e soap includes

e rainwater latrines and bar soap,

e packaged water, container-based liquid soap,
including bottled systems. powder
water and sachet detergent,
water and soapy

e delivered water, water.
including trucks and
small carts.

Limited Improved sources of the  Improved facilities of Handwashing
facilities above types requiring the above types shared facilities without
more than 30 minutes to by two or more soap and water
collect including households. (e.g., ash, soil,
queueing time. sand or other
handwashing
agent).
Unimpro Non-piped supplies: On-site sanitation or Undefined.
ved e unprotected wells shared facilities of the
facilities and springs. following types:
e pit latrines without
slabs
¢ hanging latrines
o  bucket latrines.
No Surface water (e.g., Open defecation No handwashing
facilities drinking water directly (disposal of human facility on
from a river, pond, canal faeces in open spaces or  premises.

or stream).

with solid waste).

Sources: WHO/UNICEF (2017, 2019); https://washdata.org/monitoring.
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The Millennium Declaration in 2000 included a water goal, and, following a
declaration at the World Summit on Sustainable Development at
Johannesburg in 2002, a sanitation goal was added (Jolly, 2004). The
resulting Millennium Development Goal (MDG) 7 drinking water and
sanitation targets were to halve (from 1990 levels) the proportion of people
without sustainable access to safe drinking water and basic sanitation by 2015.
The water indicator was later further defined as access to water from an
improved source within 1 kilometre of the household. This is roughly the time
taken for a 30-minute round-trip to collect water in the absence of queueing,
which has been demonstrated as the time up to which basic needs for water
supply can be reasonably met (White et al., 1972; Cairncross and Feachem,
2018). There are circumstances where it is likely that more than 30 minutes
will be needed for 1 kilometre roundtrips, such as mountainous or sandy
terrain, or in water scarce regions where people may spend more time queuing
at the water collection point than travelling to it (Dar and Khan, 2011).3 It is
worth noting that the apparatus has been in place to monitor progress on water
collection times at national (rural and urban) level in most countries at least
since the Demographic and Health Surveys (DHSs) included a question on the
time taken to “go there, fetch water, and come back” in Phase II in 1988-1993
(Institute for Resource Development/Macro International, 1990). JMP has
since defined improved drinking water as ‘basic’ when it requires less than 30

minutes round-trip to collect (see also Table 1.1).

The Agenda for Sustainable Development set new global targets for 2030,
enshrined in the SDGs.4 The SDGs are more ambitious than the MDGs, aiming
to “ensure the availability and sustainable management of water and
sanitation for all” by 2030 (UN Water, 2018). This greater ambition is reflected
in both the indicators being measured, going beyond ‘improved’ to ‘safely
managed’ services (Table 1.1), and the targets, which in most cases require
universality in coverage by 2030.5 The SDGs also incorporated targets for
handwashing for the first time, defined as fixed or mobile handwashing

facilities with soap and water (Table 1.1). This greater ambition may be

3 A second issue with the water target, noted by Dar and Khan (2011), occurs where
drinking water contaminated by chemicals may cause non-infectious diseases like
arsenicosis or fluorosis.
4 See http://www.un.org/sustainabledevelopment/sustainable-development-goals/.
5 Unlike other targets which specify 2030, the target for ODF was originally specified
for 2025 (Hutton and Varughese, 2016).
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necessary to achieve the population health and nutrition improvements long

claimed by WASH researchers (Cumming et al., 2019).

The SDGs also reflect an important shift in policy discourse. In addition to
including targets for access to basic services, the necessary condition to
improve quality of life outcomes, they include use of improved drinking water
and sanitation, which is the sufficient condition to improve them. WASH
interventions can be conceptualised as containing four components: the
technology that is provided to users (e.g., a child’s potty and knowledge about
safe excreta disposal); the promotional intervention used to encourage
demand among the target population (e.g., a government subsidy on the potty
purchase price and promotional campaign about excreta disposal) or to
improve supply (e.g., capacity building for sanitation providers); the social and
physical environment where participants use the technology (e.g., the
household and yard); and its suitability for particular groups including
disadvantaged people (e.g., children, pregnant women, elderly and disabled

people) (Chirgwin et al., 2021).

Improving access to safely managed WASH facilities, and ensuring target
populations use them, it is necessary to intervene on both the supply-side —
that is, with public and private sector providers of WASH hardware (facilities)
and software (know-how) — and on the demand-side — primarily, households
and individuals consuming WASH services. Prior to the early-2000s, the focus
of WASH evaluation research was principally about understanding, and
demonstrating, the efficacy of supply-side interventions to provide WASH
technology for household and shared use. Over the last decade or more, the
policy debate has increasingly focused on questions about the effectiveness of
interventions to promote WASH technology uptake and adherence. Different
approaches have been used to promote demand-side behaviour change in the
context of water and sanitation provision. For example, directive information
and education communication (IEC) through social marketing and subsidies
have been traditionally popular means of promoting sanitation and hygiene
demand. These have been criticised as inadequate to foster demand to levels
required for social benefits, in favour of more participatory methods (e.g.,

Jenkins and Sugden, 2006; Chambers, 2009).
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WASH intervention mechanisms can be defined comprehensively and
mutually exclusively (Table 1.2). Mechanisms for providing WASH
technologies can be categorised into demand- and supply-side interventions.¢
Demand-side intervention mechanisms include: behaviour change
communication (BCC), such as health education and psychosocial ‘triggering’,
for example, social marketing and community-led total sanitation (CLTS);
subsidies and microloans for consumers; and legal measures proscribing open
defaecation, discharge of contaminated water or dumping of waste (e.g.,
Cairncross, 1992). For example, psychosocial triggering uses psychosocial
factors, principally emotions, like disgust or the desire to be a good parent
(Biran et al., 2014) or social pressure, rather than reason, to motivate
behaviour change among WASH consumers (de Buck et al., 2017). It aims to
promote demand for WASH technology among consumers and may use
directive or participatory methods. An example of a directive approach is
social marketing, which motivates social change through a combination of
product (technology used to meet a need), promotion (to increase desirability
and acceptability), place (installation in an appropriate place for users) and
price (the cost for users considers affordability) (Cairncross, 2004; Evans et
al., 2014). These are often implemented at community level such as in schools
and health facilities via approaches such as community health clubs to
promote demand (Waterkeyn and Cairncross, 2005). Participatory, bottom-
up approaches are also being rapidly scaled up, including participatory
hygiene and sanitation transformation (PHAST) in hygiene and community-
led total sanitation (CLTS). In CLTS the community is facilitated to discuss
how they would like sanitation practices to change, identify problem areas
(e.g., ‘walks of shame’), and use social cohesion and pressure to motivate
people to construct latrines and stop practising open defecation (Kar and

Chambers, 2008).

Supply-side intervention mechanisms include: direct provision of technology
by an external body (e.g., government, NGO); improving operator
performance (e.g., institutional reform, capacity building, operator financing,
regulation, and accountability); privatisation (e.g., Galiani et al., 2005) and
nationalisation of service delivery; and promoting small-scale independent

provider (SSIP) involvement (e.g., sanitation marketing through microloans

6 T am grateful to Wolf-Peter Schmidt who suggested more clearly differentiating
supply- and demand-side interventions.
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and capacity building for providers). Direct provision of hardware by an
external agency (e.g., government, NGO), covering all interventions where
WASH technology (such as a water connection, latrine, water purifier or
handwashing facility) is provided at zero capital cost to users (e.g., Feachem et
al., 1978). Hardware may be for use in private (household and yard) or public
spaces (shared facilities, WASH in health facilities and schools, places of work,
commerce, reaction, streets and fields). Measures to improve service provider
performance, such as enacting and implementing water quality standards
(Cairncross et al., 1996), government regulation of private utility providers
(e.g., Ministry of Foreign Affairs, 2011), and reforms to operator financing
(e.g., output-based aid or payment-by-results) (Trémolet and Evans, 2010).
Encouraging SSIPs like non-profits and the private sector (Sansom et al.,
2003) may include microloans for WASH service providers and capacity
building. As an example of the latter, sanitation marketing aims to increase
availability of sanitation technology and maintenance services (such as pit
emptying), by training local artisans to produce sanitation products that are

suitable for the varying needs of consumers (e.g., Cameron et al., 2013).

Decentralisation, where community representatives are placed in planning,
design, implementation, and operation of the WASH service provider, is an
example of an intervention mechanism that combines supply and demand
(Poulos et al., 2006). For example, community-driven development (CDD)
uses a participatory approach, block grants with cost sharing, and often a
component of local institutional strengthening (White et al., 2018). Another
approach is the water user association, where management is devolved to the

community group while government retains some powers (e.g., Barde, 2017).
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Table 1.2 WASH intervention mechanisms

Intervention type

Mechanism of delivery

Definition

Demand-side

Health education

Directive hygiene, and sometimes sanitation, education where participants are provided with new knowledge or skills
to improve their health based on reasoning. These information campaigns may be provided through television, radio,
theatre or printed media; provided directly to specific households or through sessions at community meetings, schools
or other places; or provided directly to community leaders or health workers.

Directive triggering (e.g.,
social marketing)

Psychosocial ‘triggering’ covers approaches that use emotional and social cues, pressure, or motivation to encourage
community members to change behaviours. Directive mechanisms are typically social marketing campaigns, which use
commercial marketing techniques to promote the adoption of beneficial behaviours. They can also include other styles
of campaign that use emotional or social triggers rather than information.

Participatory triggering
(e.g., CLTS)

Participatory mechanisms are typically a community-based approach and promote behaviour change through
consultation with the community, a two-way dialogue, and joint decision-making. For example, community-led total
sanitation (CLTS) uses this mechanism.

Subsidies and
microfinance

All intervention mechanisms that use pricing reform or financial mechanisms to promote the uptake of WASH
technologies. This includes subsidies, vouchers, microcredit, and other forms of microfinance, aimed at consumers.

Legal reform

Intervention mechanisms that enact or implement legal reforms proscribing open defaecation, discharge of
contaminated water or dumping of waste.

Supply-side

Direct hardware provision

The provision of any WASH hardware for free and which has been chosen by an external authority. This includes
interventions where new or improved water supplies are constructed, handwashing stations are built, soap is handed
out, water purifiers given away, latrines provided, or sewer connections installed by external actors (e.g., government
or an NGO).

Improving operator
performance

Intervention mechanisms aiming to improve the functioning of the current service provider. This includes improving
accountability, oversight or regulation, capacity building and output-based aid.

Utility ownership

Interventions to change ownership (e.g., privatisation or nationalisation of utilities, public-private partnerships)

Small-scale independent
provider involvement

Intervention mechanisms to encourage small-scale independent organisations, including non-profits, to become the
providers of WASH facilities and services on a commercial basis (e.g., sanitation marketing).

Combined
interventions

Decentralisation

Focuses on putting the community at the centre of the planning, design, implementation, and operations of their
service provider. Examples include community driven development (CDD), also called Social Funds, which are
supposed to use a participatory approach to community decision-making, provide block grants with cost sharing, and
a component of local institutional strengthening to fully decentralise provision. Other approaches to involving the
community but keeping government ownership include water user associations (WUAs).

Combinations of
intervention mechanisms

Intervention mechanisms combining multiple demand-side (e.g., health education with subsidies), supply-side (e.g.,
hardware provision with privatisation) or combining demand- and supply-side mechanisms (e.g., CLTS and sanitation
marketing).
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The third important dimension is the social and physical environment where
participants interact with the technology. Cairncross et al. (1996)
distinguished private domain (dwelling and yard) and public domains
(community, schools, places of work, commerce and recreation, fields in
rural areas and streets in cities) in disease transmission. The importance of
the differentiation is in the potential for communicable disease transmission
— the greater potential for single cases to cause epidemics in public spaces —
and the types of interventions that are needed to combat transmission — the
greater focus on infrastructure investment and regulation in public space,
and personal hygiene in private spaces (which also depends on infrastructure

investment especially water supply).

The fourth dimension relates to the suitability of WASH technology to
different users. For example, women’s needs change over their life-cycle,
hence WASH service provision needs to be suitable for different points in the
reproductive life-cycle, including menarche (e.g., separate toilets for girls at
school, promotion of menstrual hygiene management approaches) and
maternity (e.g., WASH in health facilities, promotion of hygienic weaning

practices) (Figure 1.1).

Figure 1.1 Female reproductive health over the life course

Source: Water Supply and Sanitation Collaborative Council.

Caruso et al. (2017) defined sanitation insecurity as “[i]nsufficient and
uncertain access to socio-cultural and social environments that respect and
respond to the sanitation needs of individuals, and to adequate physical
spaces and resources for independently, comfortably, safely, hygienically,

and privately urinating, defecating, and managing menses with dignity at any
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time of day or year as needs arise” (p.9). Other disadvantaged or vulnerable
groups may also have particular needs, such as water and sanitation facilities
for the elderly and infirm, or drinking water treatment for
immunocompromised people (e.g., those living with human
immunodeficiency virus, HIV). For example, walkways may need to be
constructed to prevent falling and elevated seats or rails installed to help

elderly people, disabled and pregnant women (ibid., 2017).

1.3 The consequences of limited access to and use of WASH

“Any endeavour to acquire accurate information concerning social
influences which may operate prejudicially to health in an area is

inseparable from a study of poverty.”

M’Gonigle and Kirby (1937, p.22)

Limited, or no, access to safe facilities for eliminating human waste, access
to sufficient drinking water, or hygienic washing and food preparation
practices exposes individuals to higher levels of infectious disease.
Inadequate WASH can contribute to the outbreak and chronic presence of
preventable infections like acute lower respiratory tract infections (ARIs)
(Rabie and Curtis, 2006) and diarrhoeal disease (Liu et al., 2012; Priiss-
Ustiin et al., 2019), which are the two biggest killers of children globally (Liu
et al., 2012).7 Enteric disease may also cause tropical enteropathy, a sub-
clinical disorder where the lining of the gut wall is damaged by repeated
bouts of infection until it is unable to absorb nutrients adequately (Shiffman
et al., 1978; Humphreys, 2009). Chronic high enteric infection rates are
among the leading causes of undernutrition and death in children in
developing countries (Cairncross et al., 2014). According to recent Global
Burden of Disease estimates (Priiss-Ustiin et al., 2019), inadequate WASH is
associated with 1.6 million deaths per year, due to diarrhoea, acute
respiratory infection, malnutrition due to protein energy management

(PEM) and, because of water mismanagement, malaria (Figure 1.2).

7 Hygiene and water supply are also likely to be key blocks to the transmission of
COVID-19, a type of acute lower respiratory tract infection (Howard et al., 2020).
23



Diarrhoea alone kills 850,000 people every year, 300,000 of whom are
children aged under 5 (Priiss-Ustiin et al., 2019). Each death is a personal
tragedy (White, 2004). Parasitic worm infections, associated with
inadequate sanitation (e.g., schistosomiasis), are responsible for 39 million
disability-adjusted life years (DALYs), equivalent to the global burden of
mortality for malaria and tuberculosis combined (Stephenson et al., 2000).
Trachoma, a water-washed eye infection causing blindness, spread by the
Musca sorbens fly which breeds in human excrement, affects an estimated
146 million people worldwide (Ejere et al., 2012). Water supply changes may
also affect rates of arsenic poisoning due to groundwater consumption, which
can cause nutritional deficiency, cancer and death (Dar and Khan, 2011; Jones-

Hughes, 2013).

Figure 1.2 Estimated annual global deaths due to inadequate WASH

@ Diarrhoeal diseases (52%)

370,000

355 000 B Respiratory infections (23%)

10,500 Malaria (22%)
6,000
Malnutrition (only PEM) (2%)
28,000
Schistosomiasis (1%)
830,000 Soil-transmitted helminth

infections (<1%)

Source: data from Priiss-Ustiin et al. (2019).

There may also be important externalities from private consumption of
improved WASH services through environmental health spillovers (Root,
2001; Barreto et al., 2007; Spears, 2013; Duflo et al., 2015), operating in
private (household and yard) and public (places of work, education,
commerce, recreation, street and fields) domains (Cairncross et al., 1996).
For example, the World Bank (2008) estimated environmental costs of poor
sanitation at 2 per cent of GDP in South Asia (Cambodia, Indonesia, the
Philippines and Vietnam). In sum, water-related diseases are responsible for
an estimated 21 per cent of the global disease burden (Black et al., 2010).

Poor access in places with high population density, may explain why some
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countries, particularly in South Asia, have worse child malnutrition

outcomes than their income levels alone would predict (Spears, 2013).

Beyond the potentially life-threatening consequences of ARIs and enteric
infections, poor access and use of WASH may also affect social and economic
outcomes, both directly and through follow-on effects. This may include
diminished educational attainment (Hennegan and Montgomery, 2016). For
example, a multi-country study in sub-Saharan Africa found that millions of
children were tasked with collecting water (especially girls) for journey times
greater than 30 minutes (Graham et al.,, 2016), likely affecting their
education. Where female adults are required to collect the water, which is
most cases, older children may be pulled out of the school to care for younger
ones (Koolwal and van de Walle, 2010). Diminished educational attainment,
due to children’s school enrolment and attendance as well as teacher
attendance, as well as delayed entry to the labour market, have implications
for employment, life-time wage earnings and income (Poulos et al., 2006;

Hutton et al., 2007).

While all suffer loss of dignity from open defecation and drudgery from water
collection, women and girls suffer particularly. Women do most of the water
carrying when households lack access to an improved water source in Africa
and Asia (Sorenson et al., 2011). Originally, McSweeney (1979) had reported
that the burden of time spent on domestic chores in Burkina Faso started in
a girl’s childhood, was around 7-8 hours per day by age 9 (double that of boys
of similar age) and women and girls were responsible for all the water
collection. Feachem et al. (1978) estimated that 96 percent of water
collections in Lesotho were made by women and girls. Cairncross and Cliff
(1987) reported time savings associated with water supply improvements for
women in Mozambique, which were put to other household activities (food
preparation and childcare), suggesting a possible mechanism through which
WASH impacts on nutrition. Women and girls still did most of the water
collection in analysis of DHS for 24 sub-Saharan Africa countries by Graham
et al. (2016). Other important consequences include musculoskeletal injuries
from repeated heavy load carrying (Porter et al., 2013). For example, women
interviewed after water supply improvement in a slum in Gujarat, India, said
that not having to carry buckets of water, “apart from saving time and labour,

has reduced their back problems” (Parikh and McRobie, 2009, p. 276).
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People risk becoming road casualties, and risk attack and assault by ‘pests
and perverts’ (Campbell et al., 2015). For example, Cairncross and Cliff
(1987) found in northern Mozambique that, when the functioning village
standpipe broke down, women were forced to rely on traditional sources. The
choice included a water source 8 km away, taking between 4 and 7 hours
(travel time and queueing) for the return journey, or one 4 km away, where
“[a] few women spent the night... despite the danger of lions, waiting for
water to appear in the holes dug for that purpose” (p.51). Control over water
supply and who does the collecting for household use remains highly
gendered. As noted by (Thompson et al., 2001, p.63): “[i]t may be a male
decision to install piped water to a village, but the women often have to
operate and maintain the water supply and deal with problems when it fails.
In fact, in many places, it would seem shameful for a man to be seen

collecting the family’s water supply.”

Women and girls may face danger when they have to wait until after dark to
urinate or defecate with privacy (Sorenson et al., 2011; Sommer et al., 2014;
Sahoo et al., 2015; WaterAid, undated). For example, studies in Kenya
(Winter and Barchi, 2016) and India (Jadhav et al., 2016) found that women
who openly defaecated were more likely to experience non-partner sexual
and/or physical violence; and in India, twice as many women who openly
defaecated experienced non-partner violence than those with a private toilet.
They also experience hardships where inadequate WASH facilities constrain
menstrual hygiene management causing urinary tract infections (Torondel
et al., 2018) and absence from school and work (Sumpter and Torondel,
2013). There may also be adverse maternal and child health implications due
to inadequate WASH services in health facilities and other places of new-
born delivery (Benova et al., 2014). Pregnant women and neonates are
thought to be a particularly high-risk group because infection and sepsis are
major causes of maternal and neonatal mortality (Liu et al., 2012). Campbell
et al. (2015) systematically mapped a range of possible consequences for
maternal health due to contact with contaminated water (e.g., arsenicosis,
schistosomiasis, hepatitis E), and availability of water (e.g., malaria, uterine
prolapse due to water carrying), sanitation (e.g., rape), and hygiene (e.g.,
influenza). More generally, disadvantaged groups, such as women, children,
the elderly and people with disabilities, are less likely to have access to

appropriate WASH technologies (whether drinking water supplies of
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sufficient quantity and quality, means of safe excreta disposal, and hygiene
practices), and therefore more likely to experience negative health and

socioeconomic consequences.

Other longer-term economic implications arise due to delayed entry to the
labour market, and monetary losses due to costs of medical treatment and
aversion costs of treating and storing unclean water or purchasing water
from vendors (Cairncross and Kinnear, 1992; Bosch et al., 2002). These costs
can be exorbitant for poor households in urban informal settlements (slums)
who are unserved by house connections. For example, the costs of vendor
supply were estimated at 7-11 times higher than public utility water supply in
Nairobi, Kenya, 12-25 times in Dhaka, Bangladesh, 28-83 times higher in
Karachi, Pakistan, 17-100 times higher in Port-au-Prince, Haiti, and 100
times higher in Nouakchott, Mauritania (Bhatia and Falkenmark, 1993,
p-14). In a study in Khartoum, Sudan, where up to 56 percent of household
income in squatter areas was spent on vendor water (Cairncross and
Kinnear, 1992), the income and price elasticities of demand for water were
found to be very inelastic (that is, demand is relatively unresponsive to
changes in income and price). It was therefore suspected that the poorest
households would need to substitute food expenditure to meet water needs,

causing malnutrition.

For all these reasons, improving WASH service access and use is likely to
support conditions for virtuous cycles of development and pro-poor growth
(Ramirez et al., 1998; Anderson and Waddington, 2007). What remains at
issue, however, is the extent of evidence supporting these claims and the
magnitudes of the possible impacts of WASH interventions in particular

contexts and for groups of participants.

1.4 Linking WASH technology interventions and outcomes

“There is present here an important field of research which has been
left almost unexplored. How far and in what respects are the common
defects of childhood associated with the disabilities of adult life?”

M’Gonigle and Kirby (1937, p.52)
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As noted in Cairncross et al. (1996) and later Bosch et al. (2002), water-
related disease transmission operates through two main routes: direct
transmission through the private domain or ‘short cycle’ due to poor personal
hygiene; and indirect transmission through the public domain or ‘long cycle’

due to environmental pollution (Figure 1.3).

Figure 1.3 Pathways of human exposure to water-related pathogens
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Source: Bosch et al. (2002).

Breaking the long cycle requires community infrastructure investment, such
as lined latrine pits to prevent contamination of ground water, and sewage
treatment to prevent contamination of coastal and surface water (e.g.,
transmission between humans and shellfish of gastroenteric infections like
norovirus®). Breaking the short cycle requires changes in personal behaviour

and practices mainly in the household.

Figure 1.4 shows a theoretical depiction of the direct communication of
faeco-oral pathogens between individuals (Wagner and Lanoix, 1958). Later
called the ‘F-diagram’ (e.g., Kawata, 1978), it shows the behavioural
transmission routes for various water-related diseases from faeces to future
hosts via water (fluids), hands (fingers), arthropods (flies), soil (fields) and
food. A sixth transmission route has since been identified, ‘fomites’ — that is,
objects acting as disease-carrying vectors such as clothes, utensils, toys and

furniture (Cairncross and Feachem, 2018). Implicit in the figure are three

8 The Guardian, January 6, 2020: Brittany oyster farms hit by gastroenteritis
epidemic. https://www.theguardian.com/world/2020/jan/06/brittany-oyster-
farms-gastroenteritis-epidemic-sewage (accessed 6 January 2020).
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water-related, faecal-borne disease transmission routes: water-borne
diseases transmitted through ingesting infected water and water-washed
diseases transmitted through inadequate drinking water supply and hygiene
(e.g., cholera, diarrhoeal disease, hepatitis, typhoid), and water-based
diseases transmitted by penetrating skin (e.g., schistosomiasis transmitted
in water, and Ascaris, hookworm and whipworm in contaminated soil). The
F-diagram focuses on faecal-borne diseases, but additional water-related
infections that are not faeces-related exist through the water-washed route
such as respiratory infections, especially through hand hygiene (Rabie and
Curtis, 2006), fomites (e.g., Levy et al., 2013), skin and eye infections (e.g.,
trachoma, scabies) and louse-borne infections (e.g., typhus), and water-
based diseases that are transmitted through ingestion (e.g., Guinea worm
disease) (White et al., 1972, p.163). A fourth transmission route is water-
related insect vectors, which pass on disease by biting near water (e.g.,

sleeping sickness) or breeding in water (e.g., chikungunya, dengue, malaria).

Figure 1.4 The ‘F-diagram showing faecal-oral disease transmission

Source: Cairncross and Feachem (2018).

Figure 1.4 shows sanitation as a primary barrier to faecal-related disease
transmission, when excreta carrying faecal pathogens are eliminated from
the environment or human consumption. Primary barriers also include
handwashing and water quantity, important for stopping transmission
primarily in the domestic domain (fingers and fomites). Due to faecal
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contamination of drinking water between source and point-of-use (POU),
hygienic approaches may be needed to store clean water collected at source
or treat water for contaminants in the household at POU (Wright et al., 2004;
Fewtrell and Colford, 2004). Better access to water supply (quantity) may
improve health by reducing contamination in the environment by enabling
better personal hygiene (e.g., handwashing) and environmental hygiene
(e.g., safe disposal of faeces). The secondary barrier is drinking water quality
(Kawata, 1978). Factors such as environmental faecal contamination may
prevent impacts from clean drinking water provision being realised due to
the amount of time infants and children, who are the most susceptible to
diarrhoeal disease, spend on the floor and putting their fingers in their

mouths (e.g., Cattaneo et al., 2009).9

Outcomes of WASH sector interventions can be categorised into six main
groups: intermediate outcomes relating to WASH access, knowledge,
attitudes and behaviours (e.g., time wuse, consumer satisfaction,
environmental pathogen contamination); health outcomes due to water-
related health infection (e.g., diarrhoeal morbidity, acute respiratory
infections, gastro-intestinal worm infections); other health outcomes, which
are largely gendered (musculoskeletal disorders, reproductive tract
infections, injuries and psychosocial health); nutritional status, relating to
water-related disease and carer and children’s time use; mortality,
particularly in childhood; and socioeconomic outcomes (e.g., education and

cognitive development, net earnings).

A conceptual framework linking WASH interventions with outcomes along
the causal pathway is depicted in Figure 1.5. The framework was developed
based on a review of the academic and policy literature, and in consultation
with researchers, WASH practitioners and WASH programming
organisations (Chirgwin et al.,, 2021). Intervention mechanisms are
presented to the left of the figure: on the supply side, water and sanitation
hardware provision by external agencies, improved operator performance,
private sector participation and contracting out, and decentralisation; and

on the demand side, behaviour change communication, pricing reforms and

9 The F-diagram relates to faecal-borne pathogen related disease transmission.
Non-infectious waterborne diseases, such as arsenicosis and fluorosis, caused
through chemical contamination of water, are increasingly recognised as a source
of human morbidity and mortality (Dar and Khan, 2011).
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financial support. Quality of life outcomes — water-related health, other
health and socioeconomic impacts — are presented on the right. Outputs are
defined as the direct consequences of WASH provision and outcomes as
depending on participant behaviour. Outputs providing access to WASH are
mainly technological, whereas outcomes are behavioural. However, some
intervention mechanisms aim to stimulate access by encouraging behaviour
(e.g., construction of latrines or wells), so the distinction is not always clear
cut. The causal pathway, therefore, shows the stages that interventions are
turned into impacts (quality of life outcomes), through activities
(construction of new facilities, behaviour change campaigns), outputs (better
access to, quality of, knowledge of, and attitudes towards WASH services and
practices) and intermediate outcomes (behaviour change relating to access

and use of improved WASH services).

Figure 1.5 is highly simplified and excludes underlying assumptions. Links in
the causal pathway between interventions and outcomes are not automatic.
For example, water treatments may not lead to less faecal contamination if
the treatment technology itself is not efficacious in combating parasitic
infections (Arnold and Colford, 2007). An example would be chlorination
which is not effective against cryptosporidium, a common cause of diarrhoeal
morbidity and mortality, especially among immunocompromised groups
such as those living with HIV (Havelaar et al., 2003, cited in Abubakar et al.,
2007). And even an efficacious technology may not reduce contamination if
used improperly, for example where insufficient protective agents are
applied to treat drinking water, or insufficient time available to purify water
before ingestion. In the case of drinking water provided at source, there may
be environmental contamination during transport (e.g., use of contaminated
storage containers) or poor personal hygiene at point-of-use (e.g., when
contaminated hands are put in water storage containers) (Wright et al.,
2004). Other factors limiting effectiveness are due to adoption, for example

users may dislike the odour and taste of chlorinated water.

Similarly, providing latrines may not necessarily lead to less open
defaecation, for various reasons such as the quality of facilities (cleanliness
and smell) or concerns from pit owners about the frequency that the pit will
need to be emptied. Nor may latrine provision lead to better health and

nutrition if open defecation is still practised by some people in densely
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populated areas (Kar and Chambers, 2008). Latrines are not usually
designed for or used by children, who may be afraid of going into dark places
or of falling into the pit. This may be particularly problematic for reducing
environmental contamination because children’s excreta are more likely to
contain infectious pathogens than adults’ (Majorin et al., 2019), even though

they may not be thought dangerous or offensive (Curtis et al., 1995).

Preventive technologies tend to be adopted more slowly as benefits are
difficult to observe (Rogers, 2005). This applies particularly to WASH
technologies whose main benefit is to reduce diseases, the prevalence of
which may typically be infrequent (or effects unobserved) outside of
epidemics. For example, the incidence of diarrhoeal disease among study
participants in L&MICs was around 10 percent in one systematic review
(Waddington et al., 2009). An average reduction in risk of child diarrhoea by
30 percent, the typical pooled effect size found in meta-analyses of WASH
technology evaluations, would therefore only reduce the number of
diarrhoeal days from 10 to 7 percent on average, if the measure were based
on prevalence.'* Even a reduction in average risk by 50 percent for household
water filtration, would reduce the typical child diarrhoeal risk from 3
episodes per year to 1.5 episodes (Clasen et al., 2015). In contrast, where the
benefits of a technology are easily observed by those directly affected, such
as poor women and children collecting water every day, and hence adoption
likely to be rapid where it can be adequately provided, it is more likely that
underinvestment in the technology would be explained by systemic
undervaluation of the benefits and costs (including opportunity costs) for the
affected groups, both by public authorities and household decision-makers.
Indeed, as discussed later in this Thesis (Chapter 3, Section 3.5.2), while
health is the main preventive outcome for WASH, it is not a major motivating
factor for WASH behaviours.

10 Diarrhoeal illness is usually measured as the risk, incidence or prevalence. Risk
measures the probability of being ill during the measurement period. Incidence
density or rate measures the average risk over the measurement period measured
in average number of discrete disease spells, where a spell is usually demarcated by
at least three intervening diarrhoea-free days (Bacqui et al., 1991). Longitudinal
prevalence is more closely associated with duration of illness, usually measured as
the proportion of days of illness during the measurement period. Longitudinal
prevalence of illness is preferred on theoretical grounds and empirically is more
strongly associated with child mortality and weight gain than incidence (Morris et
al., 1996). Different technologies may also affect measures of incidence and
prevalence differently. For example, hygienic practices such as removal of faeces
from the yard may have greater impact on spell duration (Gross et al., 1989).
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Figure 1.5 WASH interventions simplified causal pathway

Interventions Activities Outputs Outcomes Impacts
Demand-side Water supply Better, more Increased use of water Water-related ill-health
o Behaviour change communication (e.g., PHAST, facilities reliable access Less contamination (water- o Less water-borne faecal-oral (e.g., diarrhoea)
CLTS, social marketing) construction to drinking washed infection) and and chemical-related disease (e.g., arsenicosis)
o Pricing reforms (tariffs and subsidies) and anq water supply exposure to insect vectors o Less water-washed and water-based faecal-oral
financial support (e.g., microcredit) maintenance Time-savings (e.g., diarrhoea), water-related disease (e.g.,
o Legal reform (e.g., against open defaecation or Consumer surplus ARTIs) and insect vector disease (e.g., malaria)
dumping of waste)
. Water Better quality Less contamination of Other health .
Supply-side treatment drinking water drinking water (water-borne o Reduced musculoskeletal disorder
o Direct hardware provision by an external agency provision and Drinking water infection) o Fewer injuries
(e.g., government, NGO) maintenance knowledge and o Less reproductive tract infection
o Privatisation or nationalisation of service delivery BCC about attitudes o Improved psycho-social health (safety, stress,

o Small-scale independent provider involvement
(e.g., sanitation marketing)
o Improving operator performance (e.g., regulation)

Demand- and supply-side

o Decentralisation (e.g., community-driven
development, water user associations)

o Combined demand and supply interventions (e.g.,
CLTS with sanitation marketing)

WASH technology; place of use

Water, sanitation and hygiene technology for use in
households, schools or health facilities, in rural,
urban, informal (slum) communities and refugee
camps

Target group

WASH over the life-course and vulnerable groups.

drinking water

Hygiene facility Better access to Improved hygiene practices
construction hygiene (hand and food hygiene,
and facilities including infant weaning)
maintenance Hygiene Less contamination (water-
BCC about knowledge and washed faeco-oral,

hand, food and attitudes respiratory, skin, eye and
personal louse-borne)

hygiene

Sanitation Access to safe Use of sanitation facilities
facility sanitation Reduced open defecation
construction Sanitation Less contamination (water-
and knowledge and washed, water-borne, water-
maintenance attitudes based)

BCC about

sanitation

dignity, happiness)

Improved nutrition

o Improved child growth
o Less anaemia

o Less enteropathy

Improved survival
o Fewer infant and child deaths

Socio-economic benefits

o School enrolment, attendance and attainment
o Higher income and consumption

o Lower health care and aversion costs

Inequality in impacts

Impacts for disadvantaged and marginalised
groups (e.g., children, poor people, pregnant
women, people living with disability and HIV)

Source: Chirgwin et al. (2021).
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Sustaining impacts and achieving them at scale requires the continued wide
acceptance and adoption of new technology, which may require additional
promotional approaches. Sustainability and scalability of impacts are
therefore central issues for policy and practice. Sustainability of impacts
requires continued adherence by beneficiaries, solutions to ‘slippages’ in
behaviour and financial barriers to uptake, as well as technical solutions to
ensure service delivery reliability. Scalability requires that impacts measured
in small-scale efficacy settings (the ‘ideal settings’ measured in many field
trials) are achievable in the context of programme effectiveness (‘real world’
settings) where fidelity of implementation becomes crucial (Bamberger et al.,
2010). For example, hygiene information, education and behaviour change
activities are usually a component of most, if not all, programme designs
which aim to scale-up service provision. However, there are concerns about
whether these activities are being implemented in practice (Jimenez et al.,

2014).

However, the effectiveness of WASH technology in preventing disease
transmission depends on both the biological efficacy of the technology and
its acceptability and use, or effectiveness, among consumers in the
environment where it is based (Eisenstein et al., 2007). Acceptability and use
in turn are determined by the WASH intervention mechanism, which
motivates behaviour change by triggering drives (e.g., disgust), emotions
(e.g., status) or interests (e.g., curiosity) (Aunger and Curtis, 2016). Authors
of diarrhoea efficacy studies have referred to lack of convenience and limited
observability of health benefits in explaining why compliance rates may be
low for household water treatment (Quick et al., 2002). Rogers (2005)
documented the low level of use of public spigots in 1960s Egypt, despite
government media campaigns warning people of the risks from drinking
canal water. Qualitative research suggested various causes, including that
users did not like the chemical taste of the chlorinated water, rumours that
the chemicals were being used to control fertility, women preferring to gather
water from the canal banks where they socialised, and long queues, and

fighting in the queues, due to low water pressure (Figure 1.6).
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Figure 1.6 Programme theory and practice — public spigots in Egypt

Chlorinated Households Women Households Sustained
drinking water encouraged to queue for see benefits adoption and
provided to [ use community [ drinking —» from drinking [P health
community spigots water water impacts
Provision of Household Women prefer Benefits not No adoption
chlorinated members to socialise at observed or and no
drinking water [ dislike taste of EAd canal g outweighed Eod impacts
at source chlorine by costs

Source: author drawing on the description contained in Rogers (2005).

1.5 WASH sector impact evaluation

“It was decided that the original area was too large to be dealt with
under one scheme, and it was therefore divided into two portions. For
convenience a line of division was decided upon which ran along a street
called ‘Smithfield’... It will be seen that the conditions were very
favourable for investigation. There was in the first place, a population
transferred from slum dwellings to a modern, self-contained housing
estate, and kept intact without admixture with other populations. There
was, further, a second population that continued to dwell in slum

houses and served as a control.”

M’Gonigle and Kirby (1937, pp.108-9)

Impact evaluations quantify the net effect of providing an intervention to a
group on measured outcomes, with reference to a counterfactual group that
receives no, or a different, intervention (Cairncross et al., 1980; Briscoe et al.,
1986; Shadish et al., 2002; Duflo et al., 2006). ‘Rigour’ in impact evaluation
is usually defined in relation to the ability of the study to measure the
relationship in an unconfounded way. There is a long history of programme
evaluation in WASH, and the types of studies thought suitable, and even
possible, in WASH evaluation has changed over time. In the 1970s, a World
Bank expert panel had stated that “long-term longitudinal studies of large
size and expense are probably the only means through which there is any
chance of isolating a specific quantitative relationship between water supply
and health” (World Bank 1976; quoted in Churchill et al., 1987). Randomised
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controlled trials were thought to be overly costly and time-consuming and

the panel recommended the World Bank not to fund such studies.

In 1970, a study compared diarrhoeal disease before and after hygiene
education was provided and bore-hole pits dug to dispose of children’s
faeces, in villages in India (Kumar et al., 1970). However, the earliest
controlled impact evaluations of WASH interventions in L&MICs appear to
be Feachem et al.’s (1978) study of the effects of rural water supply provision
on behaviour, income and health in Lesotho, and a study of piped water and
hygiene promotion by Shiffman et al. (19778) in Guatemala. Tordn (1982) also
conducted an early clustered evaluation of piped water supply provision and
health education in two villages in Guatemala, one of which had received the
intervention. Prospectively designed factorial trials conducted in field
settings with contemporaneous measurement from pre-test in at least two
groups that receive different interventions, have been published in L&MICs
since Khan (1982) followed up individual shigellosis cases in households in
Bangladesh. Khan (1982) divided participants into four groups — three that
were provided soap, handwashing pitchers, or both soap and handwashing
pitchers, and a control group that received no soap or pitchers — to

investigate measures to prevent disease transmission in the private domain.

Standards for evaluation in water supply and sanitation were articulated
early on. Briscoe et al. (1985, 1986) helped inform the ‘first generation’ of
WASH health impact evaluations, by articulating methods to quantify the
effects of WASH service provision, usually on diarrhoeal disease, using
randomised and non-randomised approaches. It is usually thought necessary
to collect study participant data contemporaneously against a control group
(called comparison group in non-randomised studies) to control for
confounding — that is, changes in outcomes caused by factors other than the
treatment. For example, Figure 1.7 presents the causal pathway from the
exposure or treatment (T), access to latrine, and mediator (M), use of latrine,
through to outcome (O), diarrhoea, using a directive acyclic graph (DAG)
(e.g., Hernan et al., 2004; Pearl and McKenzie, 2018). It also shows one of
the potential confounders (C) in the relationship, pre-existing hygiene
behaviour. In theory, the unbiased causal relationship between exposure and
outcome can be estimated in multivariate (or stratified) analysis by
controlling on (stratifying by) pre-existing hygiene behaviour and any other

factors that may simultaneously determine intervention exposure and
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diarrhoea such as socioeconomic status and water supply access and use

(Cairncross and Kolsky, 1997), provided these can be measured reliably.

Unfortunately, factors determining whether individuals and groups
participate in, or benefit from, interventions are often innate and
unobservable. For example, intervention sites may be chosen by planners for
political reasons, because they are accessible, or perhaps because they are the
neediest (programme placement bias). Participation by individuals and
households in treatment take-up and adherence is usually voluntary and
determined by non-random factors like socioeconomic status, attitudes or
individual self-efficacy (self-selection bias). These factors are usually
unknown or can only be measured with error. Prospective randomised
assignment to intervention, where feasible and ethical, is usually the
preferred approach for causal identification (Sacks et al., 1982; Briscoe et al.,
1986; Habicht et al., 1999; Shadish et al., 2002; Duflo et al., 2006). Shown as
Z in Figure 1.7, randomisation by nature is uncorrelated at baseline with
confounders that determine exposure (latrine construction), adherence (use
of latrine) and changes in outcome (diarrhoea). In contrast, pre-existing
hygiene behaviour, which may be impossible to observe without bias
(especially in a retrospective study without baseline measurement), is likely
to confound the relationships between intervention participation, adherence

and disease outcomes (Figure 1.7).

Figure 1.7 Confounding of the causal pathway for latrine access

Confounder (e.g., pre-
existing hygiene behaviour)

C
y4 — T > M > (o)
Research instrument (e.g., Intervention (e.g., Mediator (e.g., Outcome (e.g.,
randomised assignment of T)  construction of latrine) use of latrine) diarrhoeal disease)

Confounding becomes more problematic further along the causal pathway
(Cairncross and Kolsky, 1997; White, 2014). Therefore, even in well-

implemented RCTs, it can be difficult to measure ‘endpoint’ outcomes like
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child linear growth with precision, as was found, for example, in the recent
WASH-Benefits trial in Bangladesh (Luby et al., 2018). There may also be
confounding due to selection bias. For example, if an intervention is
sufficiently protective against ill-health to reduce death, a perverse effect
may be estimated on ill-health and nutrition outcomes, if the weakest
children are saved in the intervention, children who otherwise die in the
control population (Lee et al., 1997). In addition, due to the longer causal
pathway — and especially when combined with imperfect take-up and
adherence — the effects of WASH promotional interventions may not be

detectable with statistical precision for final quality of life outcomes.

Although controlled field trials using more rigorous designs with larger
samples have been available since Kirchhoff et al.’s (1985) placebo-blinded
crossover trial of water chlorination in rural Brazil, the first RCTs of WASH
in L&MICs were not published until Austin’s (1993) study of household
drinking water treatment by sodium hypochlorite on diarrhoea morbidity in
the Gambia, and the Universidad Rafael Landivar (URL, 1995) study of
household filtration in Guatemala.** Since that time, RCTs of water treatment
interventions have become more common (Clasen et al., 2015), including
double-blinded trials of the impact of household water treatment on carer-

reported diarrhoea (e.g., Boisson et al., 2013).

RCTs were only thought practicable for evaluations of small-scale
technologies like household water treatment and handwashing with soap,
due to the high costs inherent in conducting clustered trials of water supply
and sanitation at scale (Cairncross et al., 2014). However, reflecting the
policy debate around the effectiveness of interventions to promote WASH
technology uptake and adherence, and new resources made available,
especially by The Gates Foundation, there has been an associated increase in
production of evaluations of WASH intervention mechanisms. This ‘second
generation’ of WASH impact evaluation research focuses on measuring
behaviour change and broader health and socioeconomic outcomes,
including, for example, large-scale cluster randomised studies of the Indian

government’s Total Sanitation Campaign (Clasen et al., 2014), community-

1 Initially the RCTs were almost exclusively for studies of point-of-use water
treatment. A famous set were carried out by the Centers for Disease Control and
Prevention (CDC) with funding from Procter and Gamble, who make chlorine as
well as soap (Sandy Cairncross, pers. comm.).
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led total sanitation in Mali (Pickering et al., 2015) and school-based water

supply, latrines and handwashing in Kenya (e.g., Freeman et al., 2012).

Briscoe et al. (1986) provided standards for non-randomised methods of
impact evaluation. These included ‘quasi-experimental designs’ -—
prospective non-randomised studies where the investigator collects data
from treatment and comparison groups as part of the study, as well as

retrospective case-control designs for rarer outcomes like mortality.

Examples of non-randomised approaches include:

e Studies with assignment of units based on practitioner or participant
selection and contemporaneous measurement of outcomes by
investigators at pre-test and post-test in treatment and comparison
groups,12 or contemporaneous measurement by investigators in
treatment and comparison group at post-test only. These include studies
that use methods such as statistical matching on baseline characteristics
and/or direct control for confounding in adjusted analysis (e.g., Reese et
al., 2019). The more rigorous approaches compare communities receiving
an intervention to a geographically separate comparison group without
access to the intervention, rather than comparing those within eligible
communities based on self-selected participation (e.g., Gross et al., 1989).

e Non-randomised crossover trials where treatment and comparison are
swapped after a certain time (e.g., Kirchhoff et al., 1985).

e Non-randomised studies (NRS) designed retrospectively — that is, after
the intervention has occurred — using cross-section data (e.g., Khan, 1987)

and case-control (e.g., Victora et al., 1988).

Non-randomised approaches to causal identification also exist that can
control for unobservable confounding, including so-called ‘as-if randomised’
studies, like natural experiments (Figure 1.8). Like RCTs, as-if randomised
designs are based on knowledge about allocation rules that are external to
participants. Causal identification in these studies rests on the assumption
that the factors determining assignment are not caused by the outcomes of

interest nor are correlated at baseline with its other determinants, or it can

12 This designation also applies to RCTs with non-compliance that are analysed
using treatment-on-the-treated analysis (also called average treatment effect on the
treated, ATET).
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be credibly modelled in analysis. Examples of non-randomised approaches

with selection on unobservables:

e natural experiments in which treatment is assigned quasi-randomly by
decision-makers using an exogenous mechanism such as an arbitrary
allocation of the water supply (e.g., Snow, 1855);

e regression discontinuity design (RDD) in which assignment by decision-
makers is based on a threshold on an ordinal or continuous variable (e.g.,
test score, age or date), where quasi-random variation can be determined
close to the treatment threshold (Villar and Waddington, 2019); similarly,
interrupted time series (ITS), where repeated measurements are in
intervention groups before and after treatment has been allocated (e.g.,
Barreto et al., 2007). RDD and ITS are often undertaken retrospectively
as natural experiments using observational data; for example, village
water supplies in Guinea (Ziegelhofer, 2012) and India (Duflo et al., 2015)
and financial incentives for achieving open defaecation free (ODF) villages
in India (Spears, 2013);

e instrumental variables (IV) estimation in which quasi-randomly
distributed exogenous factors can be identified, often retrospectively,
which are correlated with treatment assignment but do not directly
determine outcomes. For example, topography has been argued to fulfil
these criteria, such as land gradient in studies of the effects of dams on
poverty in Kerala, India (Duflo and Pande, 2007) and water treatment
plants on diarrhoea and nutrition (Zhang, 2011). IV is also done in
prospective evaluations of interventions that would be difficult or
impossible to conduct under controlled conditions. For example, where
programme eligibility is universal, a pure controlled study design is not
possible. However, marketing information about the programme can be
randomly assigned (randomised encouragement design), as in the
evaluation of a programme providing credit to households for piped water
connections in urban Morocco (Devoto et al., 2012); and

e double differences (DD) estimation applied to longitudinal panel data
conducted at intervention pre-test and post-test, for example
investigation of water supply in peri-urban Argentina using panel data or
pseudo-panels of repeated cross-sections with an intervention and

comparison group (Galiani et al., 2007).

The first three methods can account for both time-varying and time-invariant

sources of unobservable differences between participants and comparisons.
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Where allocation rules are not observable, possible sources of confounding

must be modelled in statistical analysis. In the special case of DD, control for

time-invariant unobserved confounding is possible. Single difference

estimation of cross-section or cohort data using multivariate regression or

statistical matching to control for measured confounders directly, is not

generally able to control for time-varying or time-invariant factors.

Figure 1.8 Study designs to quantify treatment effects

Randomised
assignment

Non-randomised
assignment
controlling for
unobservable
confounding

Non-randomised
assignment 1
controlling for :
observables :

1

Single case study

Randomised assignment by
researchers or decision-makers (e.g.,
public lottery)

‘As-if randomised’ assignment by
decision-makers (e.g., jurisdiction,
implementation error)

\ 4

7

RCT
(prospective
design)

‘As-if randomised’ assignment by
decision-makers using forcing
variable (e.g., age, income, date)

\ 4

Natural
experiment
(retrospective
desien)

J/

‘As-if randomised’ assignment by
researchers (e.g., randomised
encouragement)

\ 4

\.

RDD and ITS
(often
retrospective
design)

J

Self-selected groups with control for
time-invariant unobservables at unit
of analysis (e.g., innate ability in
individual panel data)

\ 4

\.

Instrumental
variables IV
(prospective or
retrospective
design)

J

Self-selected groups with control for
observable confounding (cross-
section, case control, cohort, pipeline
design)

\ 4

\.

Double
differences DD
(prospective or
retrospective)

J

Self-selected groups without control
for contemporaneous confounding
(before versus after design)

\.

Single
difference
(prospective or
retrospective
design)

J

Source: adapted from Waddington et al. (2012, 2017).

\ 4

Pre-test post-
test (usually
prospective

design)

J

Single difference estimation may still provide valid estimates of impact for

certain types of outcomes where: 1) methods are used to match groups
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statistically on observable factors collected at baseline, which can be credibly

argued as strongly correlated with unobservable sources of confounding; or

2) when theory of change analysis of intermediate outcomes and causal

mechanisms supports estimates of final outcomes. Examples include:

e comparison group designs employing statistical matching methods (e.g.,
propensity score matching, PSM), often based on retrospective analysis of
household survey data in analysis of household water and sanitation in
India (Jalan and Ravallion, 2003; Geruso and Spears, 2018), or case-
controls using matched health facility administrative data in investigation
of latrines in Lesotho (Daniels et al., 1990a);

e cohort designs that control for observable confounders and estimate
impacts on outcomes along the causal pathway (e.g., Ercumen et al.,
2015b; Reese et al., 2019); and

¢ uncontrolled pre-test post-test (before versus after) designs and pipeline
designs where changes are measured a short period of time following the
intervention, or the causal pathway is short, where the expected effect is
large, and confounding is unlikely (Victora et al., 2004). A good example

of this is time-savings outcomes (e.g., Cairncross and Cliff, 1987).

There remains a need for rigorous observational approaches to evaluate
impacts over the very long term, because it is difficult to prevent control
group contamination or locate individuals for follow-up in prospective
studies. This includes long-term outcomes potentially taking decades to
materialise, like adult earnings potential in response to WASH conditions in
childhood, and long-term interventions like establishing “a sanitation
market offering good products and to persuade people that a latrine can
make their life, cleaner and healthier, or even be a sign of social status”
(Schmidt, 2014, p.524). As noted above, there is great policy interest in
impacts of WASH on child mortality, which is weighted heavily in disability-
adjusted life year (DALY) calculations (Cairncross and Valdmanis, 2006).
Observational studies are needed to measure severe outcomes like mortality
where withholding co-interventions (e.g., oral rehydration salts to treat
severe diarrhoea) from control groups would be unethical. Observational
studies are also needed to measure severe outcomes like mortality where
withholding co-interventions (e.g., oral rehydration salts to treat severe
diarrhoea) from control groups would be unethical. Observational studies
are also needed to evaluate policy-relevant relationships between exposures,

which are not amenable to researcher experimentation, and outcomes; for
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example, the effect of diarrhoea episode duration on pneumonia (Schmidt et
al., 2009). Doing so in a timely and rigorous way usually requires the use of
natural experiments, using methods like RDD (Villar and Waddington,
2019). It is not clear to what extent these approaches are used effectively in

WASH evaluation research.

1.6 Addressing bias in research

“There exists a natural disinclination on the part of the head of a family
to disclose intimate domestic details to others, and this added to a
reasonable suspicion as to the motives behind the investigation and
doubt as to the use which may be made of the information given,

renders the collection of data a matter of difficulty.”

M’Gonigle and Kirby (1937, pp.193-4).

There are also concerns with the implementation of impact evaluation
methods, including in WASH sector evaluation work, potentially causing
biased effect estimates (Waddington et al., 2017). All quantitative causal
studies are subject to a range of biases, relating to the design,
implementation, and the wider relevance of the study (Shadish et al., 2002).
For example, the well-conducted RCT is the preferred instrument of causal
inference, but RCTs can have methodological problems in implementation
such as contagion (contamination of controls), problems with the way
randomisation was conducted, non-random attrition, and so on, causing bias
(Higgins et al., 2011). Non-randomised studies are, however, potentially at
higher risk of bias than their experimental counterparts (Sacks et al., 1982),
perhaps the most critical for causal inference being confounding and biases
in reporting (Higgins et al., 2012). They are also more difficult to assess,
requiring greater qualitative appraisal than RCTs usually involving an
understanding of theory. Hence there is a need for rigorous and transparent
critical appraisal of these studies in research synthesis and policy research

work (Waddington et al., 2017).

Much evidence from first generation evaluations measured efficacy rather
than effectiveness, scalability or sustainability (Waddington et al., 2009).
Problems with sustained adherence are well known in the household water
treatment literature (e.g., Quick et al., 2002; Waddington et al., 2009).
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Where interventions appeared effective (or ineffective) in reducing self-
reported disease incidence, it was unclear if this was because compliance
rates were high (or low), or because of unobserved confounding due to
measurement error. The diarrhoeal disease measurement literature has long
identified the recall period and definition of disease used, among others, as
important sources of bias when diarrhoea is measured by reporting rather
than observation (Blum and Feachem, 1983). Social desirability (courtesy)
bias, where participant self-reporting is affected in response to being
questioned, and survey effects (where being surveyed sensitises individuals
to interventions, thus promoting uptake) have been shown to cause errors in
open (unblinded) WASH impact studies using self-reported outcome

measurement (Schmidt and Cairncross, 2009; Zwane et al., 2011).

Sometimes, the design of the interventions themselves is inappropriate. For
example, three high-profile randomised controlled trials (RCTs) were
conducted recently to assess the impact of WASH interventions on nutrition:
WASH-Benefits in Bangladesh (Luby et al., 2018) and Kenya (Null et al.,
2018) and Sanitation, Hygiene, Infant Nutrition Efficacy (SHINE) in
Zimbabwe (Humphrey, 2019). The studies were not able to detect any effects
on child linear growth, and only in Bangladesh was diarrhoea reduced. A
consensus statement from Europe and the US has been published,
challenging the efficacy of the WASH interventions in addressing faeco-oral
pathogenic contamination in the contexts where they were implemented, and

therefore the generalisability of the findings (Cumming et al., 2019).13

While the focus of this Thesis is primarily summative evaluation
(counterfactual analysis), formative evaluation of process (factual analysis)
is an important component in establishing effectiveness (White, 2009). Early
WASH sector evaluation guidelines promoted the collection of process and
intermediate outcomes (Cairncross et al., 1980; WHO, 1983). Evidence on
processes may include implementation of fixed investment activities (e.g.,
hardware construction and community triggering) and recurrent service
delivery activities (maintenance and follow-up). Intermediate outcomes
relate to beneficiary knowledge, access to and uptake of interventions, user

satisfaction and compliance or adherence. Data on adoption and adherence

13 Ross (2019) gives an overview of the main arguments, including articulating why
the incremental nature of the improvements made over baseline water and
sanitation conditions (from ‘close to basic’ to ‘basic’ provision) was unlikely to lead
to big reductions in communicable disease and malnutrition.
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by beneficiaries in the context of theory-based impact evaluations help
explain why the impacts have, or have not, occurred (Blum and Feachem,
1983; White, 2009; Waddington et al., 2009). In addition, adherence data
can enable triangulation of findings for final outcomes when outcomes data
are considered unreliable (Blum and Feachem, 1983), such as carer-reported
morbidity in unblinded trials (Schmidt and Cairncross, 2009), or where they
are measured in the context of uncontrolled longitudinal designs (Barreto et
al., 2007). As indicated in Chapter 4 below, process information is needed to
establish the risk of bias due to deviations from intended interventions, in

impact evaluations.

It is therefore important to measure adherence and understand how it is
affected by implementation. For example, the Minimum Evaluation
Procedure (WHO, 1983) argued that evaluations should focus on the
functioning of the facilities, and their use, which have greater diagnostic
power to improve a programme than health impact evaluations. Different
types of evaluation have different purposes (Figure 1.9). Mark and Lenz-
Watson (2011, p.197) argued for "going beyond the bare-bones randomized
experiment by (a) testing for possible moderated effects... (b) conducting
mediational tests of possible mechanisms by which the treatment effect
would occur, and/or (¢) more generally, using multiple and mixed methods
to complement the strengths and weaknesses of the randomized
experiment." An emerging literature is now demonstrating the value of
mixed-methods evaluation to answering these types of policy questions
(Shaffer, 2013; Jimenez et al.,, 2018) including applications to WASH

interventions (e.g., deWilde et al., 2008; Aunger and Curtis, 2016).

Figure 1.9 Purposes of two main types of evaluation

Formative Summative

Diagnosis Accountability

Internal, for ownership External, for credibility
Mainly qualitative Standardised, quantitative
Purposive sample Representative sample

Source: Sandy Cairncross, pers. comm.

Decision-makers need access to rigorous evidence, appropriately
interpreted, on the effects of WASH intervention mechanisms, in different
contexts, for different types of programme participants. However, global
policy decision-making should not draw on the results of single studies (or

chosen groups of studies), but rather systematic reviews examining the
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totality of evidence (e.g., Leach and Waddington, 2014). This is because even
rigorous studies are only able to provide evidence on the extent to which
WASH programmes can help overcome challenges and improve outcomes in
the contexts in which they are implemented. There are important reasons
why the applicability of findings of single studies to other contexts, or the
transferability of interventions, may be limited. For example, the limited
effect on nutrition of providing basic latrines found by WASH-Benefits in
Bangladesh and Kenya may not be applicable in Indian contexts where the
extent of open defaecation is much greater (Coffey and Spears, 2018).
Furthermore, many single studies, including rigorous studies like RCTs and
natural experiments, are subject to design or implementation flaws, and
therefore may be at ‘high risk of bias’ in estimating the magnitude of the
effect size. Single studies are usually underpowered to detect statistically
precise changes when effect sizes are small, or for population sub-groups of
interest as will increasingly be relevant under the SDG aims to reach the most

disadvantaged groups to ‘leave no one behind’ (Waddington et al., 2018).

High quality systematic reviews, on the other hand, aim to collect, appraise
and synthesise all the rigorous evidence relevant to a question, critically
appraise and corroborate the findings from individual studies, as well as
providing a steer to decision-makers about which findings are generalisable
and which are more context-specific (Lavis, 2009; Higgins and Green, 2011;
White and Waddington, 2012; Waddington et al., 2012). Approaches have
been developed to reach conclusions about generalisability transparently, in
particular grading of recommendations, assessment, development and

evaluations (GRADE) (Guyatt et al., 2011).

The systematic review literature in WASH research is mature, unlike many
other fields of international development (Waddington et al., 2012). After the
first studies by Steve Esrey (Esrey et al., 1985, 1991), the standard practice
has been for reviews of impact studies to use inverse-variance weighted
meta-analysis to synthesise effect sizes across studies, from Curtis and
Cairncross (2003) onwards. Statistical meta-analysis of effect sizes enables
researchers to account for the magnitude of the treatment effect in individual
studies, and its statistical power, in pooling data across studies (Glass, 1976;
Smith and Glass, 1977). Other methods of synthesis based on ‘vote-counting’,
or null-hypothesis significance testing, where studies are given a vote for

whether the finding is statistically significantly different from zero or not,
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and weighted equally regardless of sample size, lead to biased conclusions

(Cooper and Rosenthal, 1980).

The meta-analysis process has four distinct phases: calculation of
standardised effect sizes from the studies (e.g., mean differences, odds
ratios), critical appraisal of studies (risk-of-bias assessment), assessment of
reporting biases (publication bias assessment), and synthesis including
the possible statistical pooling across studies to estimate an average impact
and explain heterogeneity in effect sizes. A final phase is to reach transparent
conclusions about the generalisability of meta-analysis findings (Guyatt et
al., 2011). These methods help overcome serious problems in interpreting
evidence from single studies for decision-making (Waddington, 2014).
Firstly, sample sizes in impact evaluations are often too small to detect
statistically significant changes in outcomes, particularly when treatment
effect sizes themselves are small, or if the study has not been powered to
detect outcomes for sub-groups of interest like women and girls
(Waddington et al., 2018), or for rarer outcomes like mortality (see Chapter
6). Meta-analysis takes advantage of the larger sample size from multiple
evaluations and pools that evidence, exploring heterogeneity in findings

statistically and graphically using forest plots (Higgins and Green, 2011).

Figure 1.10 gives an example of a forest plot showing effects on open
defecation rates of hygiene education and sanitation promotion (CLTS).
Studies are all open (unblinded) randomised controlled trials, evaluated
using intention-to-treat (ITT). It is a good example of the importance of
heterogeneity analysis, in this instance by moderator analysis of types of
intervention mechanism. The pooled effect size across all studies does not
indicate a significant reduction in open defaecation, measured with a high
estimated level of statistical heterogeneity (I-Squared=99.5%). Moderator
analysis by intervention type indicated that sanitation promotion caused an
estimated 44 percent reduction in open defaecation on average (RR=0.56; 95
percent confidence interval (95%CI) =0.32, 0.99; I-squared=98%; evidence
from 3 studies with 3,564 participants), whereas health education had no
effect on open defaecation (RR=0.99; 95%CI=0.72, 1.37; I-squared=36%; 3
studies, 359 participants). However, there is residual unexplained
heterogeneity. Sanitation promotion was less effective in Indonesia, possibly
due to pre-existing latrine availability being higher, than in either African

context. The authors of that study found significant impacts on open
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defaecation for households that did not already have access to sanitation
(Cameron et al., 2013). Following the hygiene education intervention
conducted in schools in Tanzania, no open defaecation was observed
(Lansdown et al., 2002). One can imagine it being more effective to change
hygienic behaviour through simple messages among children in the
controlled school environment, than it would be in the community. Indeed,
factors of control are likely to be stronger in institutional settings, as also
shown in a handwashing study conducted among U.S. Navy recruits who
were instructed to wash hands five times a day and received “directive from
the commanding officer that ‘wet sinks’ would be allowed to pass inspection
(prior to this direction, recruit handwashing sinks were kept clean and dry in

order to pass spot inspections)” (Ryan et al., 2001, p.80).

Figure 1.10 RCTs of interventions measuring open defaecation

Events, Events,

Study Context RR (95% CI) Treatment Control
i
Health education |
i
Lansdown (2002) Tanzania (schools) —_— 0.11(0.01, 1.80) 0/9 419
!
Stanton (1987)  Bangladesh (urban) 1:—0— 1.01(0.61, 1.68) 13/20 914
Wang (2013) China (rural) 1 ‘0 1.03(0.97,1.09) 159/168  155/168
Subtotal (I-squared = 36.0%, p = 0.210) 3 0.99(0.72,1.37) 172/197  168/191
i
i
Sanitation promotion H
Pickering (2015)  Mali (rural) . 3 0.40 (0.37,0.44) 473/2122  1150/2064
Briceno (2015) Tanzania (rural) - 0.47 (0.38,0.59) 96/879 212/919
i
Cameron (2013) Indonesia (rural) : -> 0.92 (0.80, 1.05) 185/379 202/379
i
Subtotal (I-squared = 98.0%, p = 0.000) O 0.56 (0.32,0.99) 754/3380  1564/3362
i
i
Overall (I-squared = 99.2%, p = 0.000) 0> 0.65 (0.34, 1.25) 926/3577  1732/3553
i
NOTE: Weights are from random effects analysis 1
T LI B

.001 1 .25 .5 115
Favours treatment Favours control

Note: all outcomes were collected using self-report except Stanton (Stanton and
Clemens, 1987) which used observation.

Source: author based on data reported in de Buck et al. (2017).

Secondly, all primary study literature is vulnerable to bias, which systematic
reviews can help to overcome through critical appraisal. This is often done
through assessment of risk of bias and generalisability (e.g., Waddington et
al., 2012). For example, the review by Curtis and Cairncross (2003) included
individual studies that estimated effects of handwashing on diarrhoea,
shigella and typhoid that estimated null effects or even the opposite to those
that would be predicted by theory. The ineffective handwashing studies were
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also done in contexts where the water supply was limited, which would
therefore limit participants’ abilities to practice personal and domestic

hygiene.

Thirdly, published studies are very unlikely to represent the full range of
impacts that a programme might have. Publication bias (Rothstein et al.,
2005), well-known across research fields, occurs where investigators are
more likely to write up, and journal editors are more likely to accept, findings
that can prove or disprove a theorem. Conversely, they are less likely to write
or publish studies with null or statistically insignificant findings. Relatedly,
investigators are more likely to undertake ‘p-hacking’ — that is, conduct
multiple hypothesis tests, to identify statistically significant findings — which
are the results that get reported in published papers. Meta-analysis can be
used to identify publication biases resulting from small-study effects using
formal statistical testing (e.g., Curtis and Cairncross, 2003; Fewtrell and
Colford, 2004; Clasen et al., 2006; Waddington et al., 2009; Wolf et al.,

2018).

Meta-analysis has been criticised by research and practice communities since
its inception (e.g., Eysenck, 1978). Some of the concerns may be justified,
such as those around pooling evidence from different contexts, without
considering implementation factors, baseline conditions and methodological
aspects of included studies (Wachter, 1988). However, meta-analyses of
diarrhoeal disease commonly take baseline WASH conditions into account
explicitly in the analysis, to allow effect sizes to vary by the incremental
nature of the intervention over the control conditions (e.g., Fewtrell and
Colford, 2004; Waddington et al., 2009; Hunter, 2009; Wolf et al., 2014,
2018). Where it is deemed inappropriate to pool findings across all studies —
for example outcomes data are not collected consistently — narrative
methods can be used to synthesise the evidence. A useful combined approach
is to present evidence along the causal pathway (see Waddington et al., 2012;
White et al., 2018).14

However, reviews on WASH topics have often focussed on summarising

evidence about the efficacy of providing new or improved water supply, water

14 For an example of a systematic review containing evidence along the full causal
pathway, drawing on programme design, implementation and evaluation literature,
see Waddington and White (2014) on participatory agricultural education.
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treatment, sanitation and hygiene technologies to unserved populations,
rather than effectiveness of WASH intervention mechanisms (e.g., behaviour
change communication, subsidies and decentralisation) on uptake and use
of improved WASH technology. Furthermore, a great number of the reviews
that do exist focus on self-reported diarrhoeal morbidity outcomes, rather
than a fuller range of socio-economic outcomes and health thought to be
associated with improved WASH use. For example, nobody has investigated,
critically appraised and synthesised the evidence on the impact of WASH

interventions on childhood survival.
1.7 Structure of the Thesis

The Thesis presents the author’s efforts to draw together rigorous evidence
in four areas: measurement and evaluation of outcomes attributable to
WASH programming; critical appraisal of statistical approaches to
estimating the magnitude of the causal relationship between interventions,
exposures and outcomes; and the scientific approach to the collection and
synthesis of such studies to document the available evidence for making
decisions about policy and programmes. Chapter 2 articulates the four Thesis
Questions which the Thesis attempts to answer. Chapter 3 presents an
evidence census for the WASH sector, drawing on existing and planned
impact evaluations and systematic reviews, and examining their quality.
Chapter 4 presents randomised and non-randomised evaluations of WASH
interventions and develops a heuristic tool on which the probability of bias
can be evaluated for different study designs. Chapter 5 analyses the biases in
the literature and tests the relationship between predicted biases from the
tool and the empirical evidence of bias, using systematic reviews of
international development interventions. Chapter 6 presents results from a
systematic meta-analysis of WASH impacts on child diarrhoea mortality.
Chapter 7 concludes by articulating the extent to which the Thesis Questions
have been answered, the limitations of the Thesis and its relevance for policy

and future research.
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Chapter 2 Thesis objectives

Impact evaluations and systematic reviews have been undertaken of WASH
provision in L&MICs since the 1970s and 1980s, respectively, and are a
rapidly growing area of WASH intervention research. There has been an
explosion in the numbers of RCTs of WASH interventions. However, some
types of programmes cannot be randomly assigned (e.g., universal
programmes), some types of outcomes are measured with difficulty in
prospective studies for ethical reasons (e.g., death in childhood), and some
kinds of variables are not amenable to experimentation (e.g., exposures).
There is still great interest in the findings of causal analysis in all these cases.
There is also an interest in evaluating the impacts of existing programmes,
which are designed by policymakers and assigned using methods other than
randomisation, and estimation of long-term programme effects. It is

therefore relevant to ask how prevalent these studies are.

Itis also appropriate to ask whether the research resources devoted to impact
studies and systematic reviews are relevant for those that the research is
ultimately supposed to benefit. There are important concerns about the ways
in which development research resources are distributed and the ways in
which primary studies and evidence syntheses are routinely done. To take
one example, many impact evaluations and reviews are done by researchers
based at academic institutions in Western countries, and it is not clear to
what extent researchers from L&MICs are involved substantively in these
studies; not only is this unlikely to be a cost-effective approach in the long-
term, but the research questions answered by these researchers may not
reflect priorities of policy makers and poor people in L&MICs. Hence the first
contribution of the Thesis is to analyse aspects of the political economy of
WASH research in L&MICs.

Thesis Question 1: what types of interventions, outcomes and study designs

can be, and are, covered in impact evaluations and systematic reviews of
WASH interventions in L&MICs, and to what extent do the research
resources devoted to impact studies and systematic reviews reflect the
priorities of those that the research is ultimately supposed to benefit? The

Thesis answers this first main question in Chapter 3, which presents a census
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of impact evaluations, published in journals, books, working papers and
organisational reports, conducted in low- and middle-income countries
(L&MICs). The chapter contrasts the evidence and gaps identified with sector
priorities, as expressed in the global burden of disease and a participatory
poverty assessment. The chapter also examines the global distribution of
WASH impact research production and the ethical and reporting practices
that are common, by academic discipline, and the incentives provided by
research funders and publishers in leading to the equilibrium in current

research republishing practices.

Many studies on WASH topics measure diarrhoeal disease, the second
biggest killer of children globally. It is beneficial to have agreement on, and
common measurement of, key outcomes which are measured as routine
across studies in a sector. However, most studies measure diarrhoea
morbidity, which is assumed to be a good proxy for diarrhoea mortality, and
there are important sources of bias affecting the reliability of reported illness
in longitudinal studies, as well as other self-reported measures such as
behavioural outcomes. The sources of bias in impact evaluations can be
grouped into three domains: confounding and selection bias; bias in
measurement of interventions and outcomes; and bias in analysis and
reporting. While observational studies are more likely to be at risk of
confounding bias than RCTs, they may be less subject to bias in measurement

which results from participant expectations (e.g., Hawthorne effects).

There is, arguably, much greater scope for use of credible non-randomised
approaches that theoretically have the benefits of RCTs (i.e., they can account
for unmeasured confounding in attributing outcomes to WASH
interventions) but can overcome some of the challenges in order to answer
pressing questions for decision-makers. Some types of observational studies,
called natural experiments (e.g., regression discontinuity designs), are able
to estimate an unbiased causal effect in expectation without confounding,
due to the way in which they are designed. However, most non-randomised
studies (e.g., those using statistical matching and multiple regression), must
rely on untestable assumptions to generate an unbiased causal effect
estimate, by adjusting for confounding in analysis. Often the evaluation of
natural experiments and non-randomised studies is complex. Critical
appraisal, including risk-of-bias approaches used in systematic reviewing,

has traditionally not taken this complexity into account adequately. Given
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the large amount (US$ 100s of millions) of development funding dedicated
to individual studies in the past decade or more, and the high profile that
many prominent studies attract, it is appropriate to ask about the rigour and

relevance of these studies.

Thesis Question 2: how can critical appraisal tools be operationalised to

enable researchers to assess bias transparently and consistently for different
types of quantitative causal study (including RCTs, natural experiments and
other types of non-randomised study) and assess their relevance for
decision-making? The Thesis answers this second question by further
developing and piloting a tool to evaluate internal and external validity,

applying it to a selection of WASH impact evaluation studies (Chapter 4).

Evidence synthesis collects, critically appraises and synthesises the results of
multiple individual studies. Synthesis work can tell us about rigour and
relevance of individual studies to the settings in which they have been
conducted, and whether more generalisable lessons can be drawn to inform
policy, programme design and delivery in many contexts. Evidence synthesis
includes methods such as systematic review, meta-evaluation, statistical
meta-analysis and realist synthesis, among others. The unifying feature of
these approaches is their collation of multiple sources of evidence and the
critical appraisal and synthesis of findings to answer questions about

generalisability and context-specificity of evaluation findings.

Many systematic reviews and have been conducted to synthesise findings
about the effectiveness of water, sanitation and hygiene technology
provision, usually on diarrhoea morbidity using statistical meta-analysis. But
it is not clear how useful they are in informing decision-making about
particular WASH intervention mechanisms (e.g., community-led sanitation
promotion) or ways of achieving particular outcomes in particular contexts.
In addition, while the death of a child will be an important outcome for each
household that has to face it, other health and socioeconomic outcomes are
likely to be more important in determining acceptability, and therefore
household demand for, new WASH technologies on a day-to-day basis. It is
also possible that some WASH promotional interventions may not contribute
to final quality of life outcomes, due to the long results chain and large

number of other factors which influence outcomes of interest.
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Thesis Question 3: to what extent are the biases, which are predicted in
theory, borne out by empirical relationships between study effect estimates
in practice? There is particular interest in evaluating whether non-
randomised studies, including natural experiments, when well conducted,
can produce the same effects as RCTs in practice. Chapter 5 aims to answer
this question by analysing replication studies. The first section synthesises
evidence from over 20 systematic reviews and meta-analyses of interventions
across various international development topics (e.g., agriculture, climate
change, economic development, education, governance). These reviews,
which synthesise multiple external replications — that is, studies assessing
the same or a similar intervention and outcome in different contexts and
target populations — have used various iterations of the critical appraisal tool
presented in Chapter 4. The analysis focuses on the relationship between
predicted bias using the tool (‘low risk’, ‘some concerns’ and ‘high risk of
bias’), and the distribution of pooled effect sizes obtained from random effect

meta-analysis.

The second part of Chapter 5 synthesises evidence from internal replication
studies in international development — that is, studies that, for the same
context and target population, compare the results of a benchmark study
(usually a well-conducted RCT) with a NRS estimator. The purpose of this
section is to validate the critical appraisal tool, to ensure it is based on
empirical evidence about the relationship between probable bias and
differences in study effects. Fixed-effect meta-analysis is used to synthesise

that evidence.

Many systematic reviews have been conducted to synthesise findings from
impact evaluations about the effectiveness of water, sanitation and hygiene
technology provision on diarrhoeal illness in low- and middle-income
countries (L&MICs). But the underlying assumption of these analyses is that
diarrhoea morbidity is a good proxy for diarrhoea mortality, which is the
biggest component of the global disease burden relating to inadequate
WASH. There is no existing systematic review of child mortality data
outcomes due to WASH, despite the large number of observational NRS
estimating the relationship, as well as the presentation of child mortality in

participant flow diagrams in trials.

54



Thesis Question 4: what are the effects of WASH provision on child mortality

and do the effects vary by intervention and technology? Answering this
fourth main question, considered in Chapter 6, is done through a
comprehensive systematic review of evaluations assessing the impact of
WASH on mortality. Data on the effects of WASH on mortality from studies
in Chapter 3 are collected and critically appraised using the tool from Chapter
4, and synthesised using the greater statistical power of meta-analysis over
single studies, nearly all of which were not powered to detect significant
effects in mortality. Correlational analysis is also done of whether the
findings from WASH evaluations are substantively affected when studies are
categorised by intervention or are assessed as having various threats to

validity.
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Chapter 3 On rigour, relevance and
representation in WASH impact
evaluation

“Let us engage with priority questions of most importance to policy-
makers and poor people in developing countries, and so use evidence
to improve policies, programmes and projects, spend development

resources more effectively and so truly to improve lives.”

White (2013, p.47)

3.1 Introduction

A standard systematic review is often completed within 12-24 months
(Waddington et al., 2018). Reviews can take a long time to produce findings,
quickly becoming outdated in such a way that they fail to answer the
questions on they were commissioned in a timely manner (Whitty, 2015).
One way to speed up the process of knowledge translation from systematic
searches is the evidence map. Evidence mapping is an approach to present
the extent of evidence on a topic in a user-friendly format (Saran and White,
2018). Evidence mapping has proven incredibly popular with researchers
and development organisations (Phillips et al., 2017). It is an attempt to
democratise access to information on scientific studies, which are frequently
collected in journal articles and technical reports that are physically or
technically inaccessible to decision-makers, and to communicate that

information in a format that is user-friendly.1®

This chapter presents the results of a census of WASH impact evaluations
and systematic reviews in L&MICs to answer Thesis Question 1: what types
of interventions, outcomes and study designs can be, and are, covered in
impact evaluations and systematic reviews of WASH interventions in

L&MICs, and to what extent do research outputs reflect sector priorities?

16 Indeed, one aspect of the user-friendliness of mapping, and a key rationale for
developing the evidence mapping approach, is to provide a more efficient way of
communicating primary research gaps than ‘empty reviews’.
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Emphasis is therefore given not just to mapping the evidence, but also to
assessing whether WASH research is fulfilling its purpose to inform decision
making. Section 3.2 presents the policy context that motivated this research.
Section 3.3 presents inclusion decisions and the search. In Section 3.4,
systematic reviews are discussed. Section 3.5 discusses WASH impact
evaluations and examines how research priorities relate to priorities relevant
for decision makers. Section 3.6 presents information about the quality of
studies and whether reasonable ethical standards in research conduct are

being met. The final section concludes.

3.2 Progress towards global targets and the need for greater

efficiency in resource use

A number of strategic global initiatives have been established to monitor
WASH sector activities and outcomes, to promote results-based
management. Of particular note, the WHO/UNICEF Joint Monitoring
Programme (JMP) provides data on access to and use of water and sanitation
at country and regional levels since 1990.7 JMP data, used extensively in this
section, indicate great strides have undoubtedly been made in recent decades
towards addressing global poverty and promoting access to and use of WASH
services. The MDG water target was declared met at the global level
(WHO/UNICEF, 2013). However, in 2017, the year pertaining to the latest
global estimates, 144 million people still used surface drinking water directly
from a river, pond, canal or stream, 435 million people used unprotected
wells, springs or other unimproved sources, and 206 million used improved
water that required more than 30 minutes roundtrip to collect.*® There also
remain big regional inequalities in access. In sub-Saharan Africa, 416 million
people still use surface water, unimproved drinking water sources, or have
limited access to improved services (requiring more than 30 minutes round-
trip to collect). In South Asia, 137 million use surface water, unimproved
water or have limited services, and in East Asia and the Pacific (EAP), 165
million people use them. The biggest improvements in access to drinking
water have been in Asia, but coverage for 2.14 billion people in EAP and 1.65

billion in South Asia remains ‘basic’. This means improved drinking water is

17 The WHO and UN Water’s Global Analysis and Assessment of Sanitation and
Drinking-Water (GLAAS) monitors global activities (resource flows and policy
commitments) biennially since 2008. UN Water also produces an annual synthesis
report on progress in SDG6 (UN Water, 2018).
18 WASH access and use data in this chapter are from https://washdata.org/.
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provided at the community level or, if provided on premises, the supply is

unreliable or contaminated (Table 1.1).

In 2008, at the MDG mid-point, recognising the more limited progress in
improving access to and use of safe sanitation, the United Nations hosted the
International Year of Sanitation. Unfortunately, the target for the MDG
sanitation indicator, defined as the use of unshared, improved sanitation,
was missed at the global level and in most countries in South Asia and sub-
Saharan Africa by a wide margin (United Nations, 2015).29 Of the 1.4 billion
people who defecate in the open or use unimproved sanitation, 505 million
are living in South Asia (of which 375 million are in India) and 546 million
in sub-Saharan Africa. A further 620 million share limited sanitation
facilities with two or more households (233 million in South Asia, 188 million
in sub-Saharan Africa and 145 million in EAP). At the end of the MDG period
in 2015, 4.5 billion people lacked access to safely managed sanitation, where

excreta are disposed of safely in situ or offsite (UN Water, 2018).

Available data on access to hygiene facilities (Figure 3.1) indicate that the
biggest share of people without access to even basic hygiene facilities is in
sub-Saharan Africa and South Asia, where no improvements were made in
2012-2017. Over 80 percent of rural Africans, 530 million people, do not use
a handwashing facility or use limited services without soap and water. Over
half of those in rural South Asian, 640 million, also have no or limited

handwashing services.

Rural households currently comprise the majority with inadequate facilities,
although rapid population growth in urban areas means that urban access,
particularly to sanitation and hygiene, is a growing policy issue (Bhatia and
Falkenmark, 1993; WHO, 2018). In urban areas, 138 million people in South
Asia and 267 million in sub-Saharan Africa lack access to basic handwashing.
Data are not available on access to handwashing facilities in East Asia and
the Pacific, or in urban areas of Latin America and the Caribbean (LAC) and
Middle East and North Africa (MENA). Ensuring urban populations get
access to adequate WASH services will become more important due to rapid

population growth in these areas (United Nations, 2018).

19 This relatively ‘uneven progress’ in reaching WASH sector targets was in part due
to the sanitation indicator, defined as unshared by households, being harder to
reach than the water indicator, which included shared facilities at the community
level (Cumming et al., 2014).
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Figure 3.1 Household hygiene access (% of population using service)

100
9 ‘R
8
7
6
5 — —
4 —
3 I
2
1
0

rural = rural rural | rural rural urban| rural urban rural urban rural urban

O OO OO0 oo oo

2012 2017 2012 | 2017 2012 2017 2012 2017

Latin America Middle East & South Asia Sub-Saharan Africa
& Caribbean = North Africa

O1. No handwashing facility @ 2. Limited service (no soap & water) B 3. Basic service

Note: data not available for EAP.
Source: data collected from https://washdata.org/.

The targets and indicators with direct relevance for WASH programming for
consumption in households and public facilities are listed in Table 3.1.
Reaching these targets will be challenging, and not just for sanitation and
hygiene. For example, only 15 countries with less than 95 percent coverage
are on track to achieve universal coverage of basic drinking water, only 14
countries with less than 95 percent coverage are on track for universal basic
sanitation, and only 18 countries are on track to eliminate open defaecation
(WHO/UNICEF, 2017).

Hutton and Varghese (2016) have estimated the capital cost of reaching those
remaining unserved with basic water, sanitation and hygiene services at US$
28 billion (2015 prices) per year from 2015-30, while the capital cost of
providing safely managed services for all under SDG 6.1 and 6.2 is US$ 114
billion per year.2° Most of the costs of WASH needs are borne by households
and domestic government. A recent Global Analysis and Assessment of
Sanitation and Drinking-Water (GLAAS) survey of 25 countries estimated 66
percent of financing for WASH was provided by households and 24 percent

by government. In contrast, external financing through foreign aid (grants

20 This comprises estimated capital costs of providing safe water at US$ 37.6 billion
per year, basic sanitation at US$ 19.5 billion per year, safe faecal waste
management at US$ 49 billion per year and hygiene at US$ 2 billion per year
(Hutton and Varughese, 2016, p.7).
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and concessional loans) comprised only 2 percent overall (WHO, 2017).
However, aid inflows are a significant proportion of expenditure on WASH
in many individual countries; in the same GLAAS survey, aid was the biggest
non-household source in 18 countries out of 42, including Bangladesh and
Cambodia in Asia, Cuba in Latin America, and Burundi, Kenya, Lesotho,

Madagascar, Mali, Zambia and Zimbabwe in sub-Saharan Africa.

SDG target 6.A is to expand aid to domestic WASH budgets by 2030. Real
aid disbursements to L&MICs to water and sanitation steadily increased in
the past two decades, more than trebling to US$ 7.3 billion (2017 prices)
between 2002 and 2016 (Figure 3.2). This was mainly due to increases in
Development Assistance Committee (DAC) and multilateral donor
disbursements, although emerging donors (non-DAC bilateral sources and
private donors) are increasingly important sources. Aid disbursements
follow commitments with a lag due of up to 10 years — that is, it is only after
this period that disbursements reach levels previously committed. Total aid
commitments to WASH fell in 2012-15, possibly because of limited
absorptive capacity in the sector. Referring to this decline, the WHO and UN
Water raised the concern that “the possibility of future reductions in aid
disbursements does not align with global aspirations” (2017, p.ix). This
concern appears to have been realised by the reduction in aid disbursements
in 2017 to under US$ 7 billion due to multilateral disbursements. Aid
commitments have risen above US$ 9 billion in 2017 and 2018,2! but remain
far below what is likely to be needed to make the SDGs achievable policy

goals.

21 Total commitments in 2018 were US$ 9.3 billion (https://stats.oecd.org/).
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Table 3.1 SDGs relevant for WASH in households and public facilities

SDG  Target definition

Indicator

6.1

To provide safe and affordable drinking water for all by 2030.

Proportion of population using safely managed drinking water
that is from an improved drinking water source, located on
premises, available when needed and free from contamination.

6.2

To provide adequate and equitable sanitation for all and end open defaecation by 2030,
ensuring that everyone has access to at least a basic toilet and safe waste disposal
system, paying special attention to the needs of women, girls and vulnerable people.

Proportion of population using safely managed sanitation
services, defined as an improved facility where excreta is treated
and disposed of in situ or off-site.

6.2

Provide universal access to a basic handwashing facility with soap and water by 2030.

Proportion of population using a handwashing facility with soap
and water.

6.3

Improve water quality by, among others, halving the proportion of untreated
wastewater and substantially increasing recycling and safe reuse globally by 2030.

Proportion of wastewater safely treated and proportion of water
bodies with good ambient water quality.

6.4

Substantially increase water-use efficiency and address water scarcity by 2030.

Freshwater withdrawal as a proportion of available freshwater
resources.

6.A

Expand international cooperation and capacity-building support to developing
countries in water- and sanitation-related activities and programmes by 2030,
including water harvesting, desalination, water efficiency, wastewater treatment,
recycling and reuse technologies.

Amount of water- and sanitation-related official development
assistance that is part of a government-coordinated spending
plan.

6.B

Support and strengthen participation of local communities in improving water and
sanitation management.

Proportion of local administrative units with established and
operational policies and procedures for participation of local
communities in water and sanitation management.

1.4

To ensure all men and women, in particular the poor and vulnerable, have access to
basic services by 2030.

Proportion of people living in households with access to basic
services (including water, sanitation and hygiene).

3-3

End epidemics of AIDS, tuberculosis, malaria and neglected tropical diseases (NTDs)
and combat hepatitis, waterborne diseases and other communicable diseases by 2030.

Tuberculosis, malaria and hepatitis B incidence and number of
people requiring interventions against NTDs.

39

To reduce substantially deaths and illnesses from hazardous chemicals and water
pollution and contamination by 2030.

Mortality rate attributed to unsafe water, unsafe sanitation and
lack of hygiene.

4.A

Build and upgrade education facilities that are child, disability and gender sensitive and
provide safe, non-violent, inclusive and effective learning environments for all.

Proportion of schools with, amongst others, basic drinking water,
single-sex basic sanitation and basic handwashing facilities (as
per the WASH indicator definitions).

Source: United Nations (undated).
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Figure 3.2 Aid commitments and disbursements to WASH

10,000
9,000 Pl W »
8,000 ’

6,000 ’

5,000 ’ =

4,000 »Z

3,000 »

2,000

1,000

0
2002200320042005200620072008200920102011201220132014201520162017

2017 USS millions

DAC disbursements Multilateral disbursements
Non-DAC disbursements s Private disbursements

= = = Total commitments

Source: Creditor Reporting System https://stats.oecd.org/.

The ambitious targets, together with reductions in official development
assistance, imply that big improvements in resource allocation are needed
over a relatively short period of time. However, in the area of interventions
faddism can easily propagate.22 There is therefore increasing recognition of
the role of rigorous evidence in facilitating efficiency improvements for
meeting development targets (e.g., Waddington et al., 2018), by helping
determine which interventions are appropriate for particular contexts in
achieving desired outcomes. Private donors are of increasing importance to
the generation of that evidence, by providing around one-third of aid
disbursements to WASH research, comprising US$ 80 million or just over 1
percent of total aid to WASH.23 The biggest by far is the Bill and Melinda
Gates Foundation (The Gates Foundation), which gave US$ 93 million (2016
prices) to the sector in 2017 (Figure 3.3). The Gates Foundation is a major
supporter of research and advocacy on effective and scalable interventions to

improve sanitation demand.24

22 For example, the Global Sanitation Fund of the Water Supply and Sanitation
Collaborative Council (WSSCC), which was established in 2008, promoted the
global scaling-up of CLTS in its activities before a single controlled evaluation had
been conducted of the approach. While 21 evaluations of CLTS have been done
since 2012, only around half measure health outcomes.

23 Figure 3.3 shows aid channelled through “teaching institutions, research and
thinktanks”, which is a proxy for WASH policy research. This may underestimate
total aid to WASH research since it does include aid through other channels which
may undertake WASH research for example public sector, NGO and civil society, or
multilaterals (e.g., aid to United Nations universities).

24 Gates Foundation Water, Sanitation and Hygiene strategy, available at:
https://www.gatesfoundation.org/what-we-do/global-growth-and-
opportunity/water-sanitation-and-hygiene (accessed 18 February 2020).
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Figure 3.3 Private donor disbursements to water and sanitation
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In 2016, the UN proclaimed 2018-2028 the International Decade for Action
on Water for Sustainable Development.25 To provide universal coverage,
including appropriately serving the most disadvantaged people, it will be
necessary to promote effective interventions for different groups,
particularly disadvantaged groups who are most likely to be hidden from
coverage, in the contexts in which they are used in private (household) and
public realms (e.g., schools, health facilities, places of work, commerce and
recreation, streets and fields). This goal of this chapter is to democratise
access to information about intervention effectiveness in WASH. It presents
a map of evidence from primary studies and systematic reviews on the
effectiveness of interventions to improve the consumption of water,
sanitation, and hygiene at home as well as in communities, schools, and
health facilities in L&MICs.

3.3 Study inclusion and searches

Evidence maps are not a substitute for systematic reviews for two main
reasons. Firstly, the standards of searching undertaken in evidence mapping

are not usually as exhaustive as those for systematic reviews. For example,

25 https://www.unwater.org/new-decade-water/ (accessed 17 November 2020).
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sources may be limited to English language or by date; reference snowballing
(citation tracing and bibliographic back-referencing) may not be undertaken.
However, to produce this WASH evidence map, searches were done to the
standards that would be taken in a ‘high confidence’ systematic review
(Lewin et al., 2009), including searches for ongoing studies. The evidence
map is therefore presented as an evidence census. Secondly, maps do not
usually critically appraise or extract policy-relevant findings from primary
studies. Chapter 6 presents a synthesis of evidence that draws on the studies

collected here.

The census includes supply-side interventions to promote access to water,
sanitation or hygiene services (e.g., direct provision, private sector
involvement, capacity building), demand-side interventions promoting use
of services (e.g., consumer behaviour change communication (BCC),
consumer subsidies and microloans) and approaches addressing supply and
demand (e.g., decentralised delivery through community-driven
development, CDD). It also aims to go beyond ‘diarrhoea reductionism’
(Chambers and von Medeazza, 2014) by incorporating behaviour change
(e.g., water treatment practices, open defecation, and time use), health (e.g.,
respiratory infections, enteric infections and mortality), nutrition and
anthropometry (including enteropathy), and socioeconomic outcomes (e.g.,

education and income).

Table 3.2 summarises the criteria for inclusion of populations, intervention,
comparators, outcomes and study designs (PICOS), as well as language and
time frame, as specified further in Chirgwin et al. (2021). The census covered
intervention mechanisms promoting WASH for household and personal
consumption. It excluded interventions in food hygiene in the workplace
such as a market (e.g., Sobel et al., 1998), methods to control faecal
contamination by animals in the yard (e.g., Oberhelman et al., 2006), and
vector control methods such as fly spraying (e.g., Chavasse et al., 1999;
Emerson et al.,, 1999). Interventions primarily supporting farms or
businesses such as dam construction (e.g., Duflo and Pande, 2007) were also
excluded, as were interventions for groundwater or irrigation management
(e.g., Meenakshi et al., 2013). Likewise, flood and drought management
interventions and river, lake, coastal zone and wetlands management were

omitted.
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Studies were excluded where there was no clear intervention being provided,
such as the association between shared versus private sanitation and
diarrhoea (Baker et al., 2016) or access to water treatment kiosks (Sima et
al., 2012). This criterion omitted studies focusing on important but
uncommonly measured outcomes like musculoskeletal disorders (Geere et
al.,, 2018), pre-term births and low birthweight (Olusanya and Ofovwe,

2010).

Table 3.2 Summary of inclusion criteria for WASH evidence census

Criteria Definition

Populations Human populations in low- and middle-income countries
(L&MICs), as defined by the World Bank at the time the research
was carried out, provided WASH in endemic conditions.
Populations of any age, sex, gender, disability or socio-economic
status were included. Populations in epidemics were excluded.

Interventions Demand-side (behaviour change communication, subsidies,
microloans, legal measures), supply-side (direct hardware
provision, privatisation and nationalisation, small-scale
independent provider involvement, improved operator
performance), or combinations of demand- and/or supply-side
(decentralisation). Technology and place of use: water supply,
water quality, sanitation, and/or hygiene in the household,
community, school or health facility.

Comparators Impact evaluations where the comparison/control group receives
no intervention (standard WASH access), a different WASH
intervention, a double-blind placebo (e.g., non-functioning water
filter), a single-blind (e.g., school textbooks), or a pipeline
(waitlist).

Outcomes Behaviour, health, and socioeconomic outcomes. Studies that
only reported measures of knowledge or attitudes were excluded.
Willingness-to-pay (WTP) was included where based on real
purchase decisions.

Study design Randomised controlled trials, prospective and retrospective non-
randomised studies, natural experiments, and systematic
reviews. For time use outcomes only: the above plus reflexive
controls. For mortality outcomes only: the above plus case-
control designs.

Language Studies in English, French, Spanish and Portuguese. Studies in
other languages were included where an English translation was
available.

Time frame No study was excluded based on date of publication.

Source: Chirgwin et al. (2021).

Co-interventions with a major non-WASH component were also excluded.
This typically excluded deworming chemotherapy (e.g., Miguel and Kremer,
2004) and nutrition interventions (e.g., Humphrey et al., 2019), although
any WASH-only arms without co-interventions in such studies were included

(e.g., Luby et al., 2018; Null et al., 2018). Finally, studies, or components of
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studies, that collected and analysed purely qualitative evidence were
excluded. For example, in a controlled study of slum upgrading by Parikh
and McRobie (2009) in Gujarat, India, women reported saving time and
labour, and having fewer back problems, because of no longer having to carry
buckets of water. However, the information was collected using qualitative

interviews and presented in quotation.

Systematic searches were done of both the published and ‘grey’ (i.e., non-
peer reviewed) literature. A protocol, published in the Campbell library,
details the search strategy (Waddington et al., 2018).26 The Evidence for
Policy and Practice Information Coordinating (EPPI) Centre’s EPPI-reviewer
4 software was used to manage the screening process (Thomas et al., 2010).
Once duplicates had been removed, there were 13,458 records for screening
at title and abstract stage. To reduce resource requirements needed to screen
this many studies at the title and abstract stage, machine learning was
employed. The process of conducting systematic searches is becoming more
and more demanding as more evidence is produced and more databases that
require searching become available (Waddington et al., 2018). Hence, much
of the time spent in conducting a systematic review is absorbed by the
process of searching, screening and evaluating the available literature, often
using word-recognition devices, with little time left for evaluating and
synthesising the evidence. A large amount of researcher effort can be spared

if we are willing to accept: a) that studies can be classified by a relevance

26 The existing electronic database searches for an earlier evidence map and a 2017
systematic review (De Buck et al., 2017), were updated in March 2018. Searches
were also run to cover the rest of the extended scope, particularly water behaviour
change and health facility interventions. All search word lists were developed by an
information retrieval expert and, in February 2018, eleven academic databases and
four trial registry databases were searched. To capture grey literature, hand
searches were conducted of key organisation websites. These included the Impact
Evaluation Repository of the International Initiative for Impact Evaluation, the
Asian Development Bank, African Development Bank, Inter-American
Development Bank, Department for International Development, Improve
International, International Reference Centre for Water and Sanitation (IRC-
WASH), Oxfam, UNICEF, United States Agency for International Development,
WaterAid, and the World Bank. Finally, the bibliographies of all included
systematic reviews were checked to identify additional primary studies and
systematic reviews. Reference lists of books, reports and evaluations were searched
to identify additional WASH impact studies, particularly earlier ones that may not
be captured in electronic searches (White et al., 1972; Saunders and Warford, 1976;
Feachem et al., 1978; Cairncross et al., 1980; WHO, 1983; Khan et al., 1986;
Briscoe et al., 1986; White and Gunnarson, 2008; Esteves Mills and Cumming,
2016). Finally, forward citation tracing searches were done in May 2020 for impact
evaluations and systematic reviews that were identified as ongoing in 2018, and
had since been completed.
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score produced by a machine algorithm; and b) a reasonable margin of error

in screening resulting in excluding some relevant studies.2”

Figure 3.4 is an illustration of the potential for improvement. It shows the
percentage of studies (vertical axis) as a function of the percentage of
screened studies in each search database (horizontal axis) included in a
recent review. The searches in the review were designed to be sensitive,
meaning that they aimed to identify as many relevant studies as possible. The
figure suggests that 20 percent of the searches delivered 80 percent of the
studies included. It also suggests that, had the authors been willing to
undertake searches with greater precision, omitting 20 percent of the

evidence, they could have conducted the search in a fifth of the time.

Figure 3.4 Sensitivity and precision in systematic searches
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The problem with this example is that researchers do not know how many
studies will be included and excluded from each database before conducting
the search. The figure was calculated after the review was completed.
However, clever methods are available to estimate the total population of

studies.28 For example, two early reviews of the effect of household water

27 Reference snowballing may enable any studies missed by electronic searching to
be identified.
28 Method and original analysis proposed by Sandy Cairncross, pers. comm.
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treatment on diarrhoea were incomplete: Fewtrell and Colford (2004)
contained 13 studies, Gundry et al. (2004) contained 12, but only five studies
were common to both reviews. By considering the two studies as a ‘mark-
release-recapture’ experiment, this suggested a universe of 28 studies (95%
confidence interval = 18, 88) which could be detected using an improved
search strategy. A subsequent review conducted shortly after found 32

household water treatment studies (Clasen et al., 2006).

The method is due to Peterson and Lincoln (1930), defined in Krebs (2014)

as:

>
Il

(.1

where 7 is the estimated total population, E; and E. are the number of
independent estimates by research teams 1 and 2, and S is the number of
observations in common. The formula produces an accurate estimate of the
total number of available studies from two independent observations in
expectation, because it is based on an identity. The number of estimates
located by each independent research team, equal to probability o<p<1 of
locating the total number of studies, is p,n and p.n respectively. One would
also expect the independent research teams to find p,;p,n = S studies in

common. Therefore:

ELE, _ p1p2n2
S p1p2mn

=n (3.2)

The method is biased in small samples. The corrected population size for
small samples, defined as E,+E. < n and S < 7 (Krebs, 2014, Chapter 2,
p-25), is estimated as:

. Ei(E;+1)

S+1 (33)

which is unbiased for independent samples with replacement. The lower
and upper limits of the 95 percent confidence interval (95%CI) for small

samples is given as (Krebs, 2014):
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There are of course many reasons why systematic reviews on water,
sanitation and/or hygiene might include different studies, or not be
undertaken based on independent searches. Most obviously, included
interventions or primary outcomes may differ. For example, many reviews
have been restricted to health impacts like diarrhoea (e.g., Waddington et
al., 20009; Clasen et al., 2015; Wolf et al., 2018), while a few others focus
primarily on behavioural outcomes (e.g., de Buck et al., 2017; Garn et al.,
2017). Or study design inclusion criteria may differ, with some restricting
inclusion to studies evaluating a particular intervention (e.g., Clasen et al.,
2015; Wolf et al., 2018) and others including exposures as well (e.g., Curtis
and Cairncross, 2003; Waddington et al., 2009; Heijnen et al., 2014). In
addition, there is a growing tradition of updating systematic reviews for
new studies, so searches are not independent. Most recently, the systematic
review of WASH and diarrhoeal morbidity by Wolf et al. (2018) updated
searches and analysis done by Wolf et al. (2014), which itself was designed
based on comprehensive reviews on the same topic by Waddington et al.
(2009) and Cairncross et al. (2010). Waddington et al. (2009) was in turn
an explicit update of Fewtrell and Colford (2004), which itself updated
Esrey et al. (1985, 1991). Cairncross et al. (2010) originated from Curtis and

Cairncross (2003) and Clasen et al. (2006).

Two recent reviews that did systematically search for the same intervention
and outcomes — evaluations of the effect of sanitation promotion on
behaviour change — are de Buck et al. (2017) and Garn et al. (2017). As far
as it is possible to tell, these reviews were done independently, as neither
cites the other.2 Thirty-seven sanitation promotion studies were contained
in the two reviews, of which only nine were are common to both. De Buck
et al. (2017) included 18 studies, while Garn et al. (2017) included 28. Part
of the reason for the difference is that Garn et al. (2017) were more inclusive

on design, including, in addition to contemporaneously controlled

29 Neither final report nor protocol (if available) were cited by either study team. A
systematic review of child faeces disposal interventions, covering some of the same
included studies as de Buck et al. (2017), was completed recently (Majorin et al.,
2019). These reviews also appear to have been done independently, as neither
study cites the other.
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evaluations, reflexive controls (pre-test and post-test only). Applying
equation (2.3) gives an estimated 55 studies in total (95%CI = 39, 101).
Once again, this estimate is remarkably accurate: the searches undertaken
for the evidence census found 53 studies of sanitation behaviour change.3°
This suggests there may be value in applying this method in analysis of bias
in searches, and potentially other systematic review error checking (e.g.,

multiple coder verification).3

A related question is whether machines can support researchers in
improving the precision with which searches are done. Much research and
several projects are underway that employ machine learning algorithms to
assist researchers in conducting systematic reviews (O’Mara-Eves et al.,
2015; Tsafnat et al., 2014). In these trials, researchers screen a subset of the
population of studies. The result of the screening process is fed into a
machine which develops a rule to include or exclude a given study based on
the information provided by the researchers. This is normally performed by
a logistic regression where the dependent variable is the inclusion-
exclusion of the study and the explanatory variables are words and
combinations of words in the studies reviewed. The inclusion rule is then
applied to a new subset of the data and the selection performed by the
computer algorithm is returned to the researchers. The researchers at this
point can perform an additional screening on the results of the search
conducted by the computer, that can be fed back again to the machine to
improve and refine the inclusion process at successive trials. In this way,
the machine iteratively learns to include the studies using the criteria

followed by the researchers.

The machine learning software, which is integrated into EPPI-Reviewer,
functions by identifying key words, through text mining, in included and
excluded records. It then ranks studies from most to least likely to be
included. This can be updated at regular intervals to reflect more recent

inclusion decisions. Other studies looking at the effectiveness of this

30 Sixteen studies featured in neither Buck et al. (2017) nor Garn et al. (2017),
although five of these were published in 2017, presumably after the searches in
those reviews had been completed. In addition to independence of sampling, an
assumption of the method presented here is fixed population size. Methods for
estimating populations of increasing size are shown in Krebs (2014).

31 Due to restrictions on study design, only 34 studies were eventually included. The
method is also accurate when applied to study arms: n = 32 x 46/23 = 64 (95%CI =
54, 78) estimated total study arms. Searches found 71 intervention arms, of which
52 were eligible for inclusion.
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software found that it can often save up to 70 per cent of the workload with
a loss of only 5 percent of the includable studies (O’Mara-Eves et al., 2015).
After removing duplicates, two authors screened the records at the title and
abstract stage until they did not find a single includable study for 100
consecutive records (Figure 3.5). A random sample of 100 of the remaining
studies was then used to increase confidence that no studies had been
missed. Ultimately, only 1,798 records were manually screened, a workload
saving of almost 90 percent. Two authors then screened the remaining

papers at full text.

Figure 3.5 Application of machine learning in WASH searches
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to the decision taken to deviate from protocol by excluding non-WASH co-
intervention studies and trial arms.

Source: EPPI-reviewer 4 (Thomas et al., 2010).

3.4 Findings about the quantity of completed and ongoing

studies

The search results indicate that in total there are at least 358 completed and
22 on-going impact evaluations of WASH interventions in L&MICs, nearly
three-quarters of which have been completed since 2008. There are also at
least 43 systematic reviews and 2 protocols, of which all but four were

completed after 2008. Figure 3.6 presents the preferred reporting items for
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systematic reviews and meta-analyses (PRISMA) study search flow

diagram.s2

Figure 3.6 PRISMA study search flow diagram for WASH evidence census
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Source: Chirgwin et al. (2021).

32 At the time the searches were completed in 2018, there were 336 completed and
46 on-going impact evaluations using quantitative counterfactual methods in
L&MICs. There were also 42 completed systematic reviews of effects and three
protocols. By May 2020, one systematic review (Majorin et al., 2019) and twenty
impact evaluations had been published of ongoing studies (Acey et al., 2018;
Arman et al., 2020; Augsburg et al., 2019; Batmunkh et al., 2019; Chauhan et al.;
Cocciolo et al., 2020; Delea et al., 2020; Dreibelbis et al., 2018; Dupas et al., 2017;
Friedrich et al., 2019; Gray et al., 2019; McGuinness et al., 2020; Kirby et al., 2019;
Peletz et al., 2019; Rabbani, 2017; Reese et al., 2019; Trent et al., 2018;
Vijayaraghavan et al., 2018; Viswanathan et al., 2019; World Bank, 2017).
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3.4.1 WASH impact evaluations

Impact evaluations of WASH interventions have been conducted in 83 low-
and middle-income countries (Figure 3.7). There is a high concentration of
studies in Bangladesh, Kenya and India, each having over 50 WASH
intervention study arms. In addition, Bolivia, Cambodia, Ethiopia, Ghana,

Pakistan, Rwanda, and Uganda each have 10 or more.

Figure 3.7 Map of WASH impact evaluation interventions in L&MICs
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The total population included in WASH impact evaluations in L&MICs is at
least 5 million participants. More than a million people have taken part in
trials measuring, or had data collected on, child mortality and diarrhoea
morbidity, and nearly a million have taken part in studies measuring
education outcomes (Figure 3.8). Similarly, around a million people have
participated in studies where water treatment and latrine use (including
open defaecation) outcomes were collected. At the same time, however, very
few have participated in studies measuring time use and labour market
outcomes, willingness-to-pay in real-world scenarios, or studies measuring

psychosocial health, injury.

Figure 3.9 plots the evolution of studies over time, indicating the marked
increase after the International Year of Sanitation. Well over half of the
studies (comprising over 250 trial arms) used randomised assignment
(RCTs), indicating the extent of support in academic and research funding

communities for this research method. Some RCTs have taken full advantage
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of the power of the methodology by conducting comparative designs with
prospective randomised assignment to alternate intervention mechanisms.
Guiteras et al. (2015b) provided an example in Bangladesh comparing the
effects of community sanitation promotion (CLTS) with subsidies on open

defaecation.

Figure 3.8 Number of impact evaluation study participants by outcome
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Typical non-randomised study designs include cross-section studies with
statistical matching (e.g., Abou-Ali et al., 2009), group level panel data
studies analysed at aggregated administrative levels (e.g., Galiani et al,,
2005), individual-level panel data studies (e.g., Galiani et al., 2009), pseudo-
panels with repeated cross-section from the same clusters (Galdo and
Bricefio, 2005), case-control studies (e.g., Meddings et al., 2004),
prospective cohort studies (e.g., Shiffman et al., 1978) and pipeline studies
(e.g., Cairncross and Cliff, 1987). In non-randomised studies using matching,
the matching was usually done using statistical methods, although a few used
‘naive’ matching, where observationally similar groups are compared

without formal statistical tests (e.g., World Bank, 1998).

A small number of non-randomised studies (11) have taken advantage of
existing data to conduct rigorous, and potentially highly cost-effective,
evaluations with selection on unobservables, here called natural experiments
(Ao, 2016; Calzada et al., 2013; Galiani et al., 2005; Galiani et al., 2009;

Granados et al., 2014; Kosec et al., 2013; Spears, 2013; Tiwari et al., 2017;
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Ziegelhoefer, 2012). Methods used to analyse data in natural experimental
frameworks include regression discontinuity designs (RDDs) (Ziegelhoefer,
2012), interrupted time-series (ITS) (e.g., Duflo et al., 2015) and panel data

regression (e.g., Galiani et al., 2005).

Figure 3.9 Total number of study arms by study design
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done in this map after 2018.

Prior to the International Year of Sanitation, the priority for intervention
research had been efficacy studies of WASH technology provision,
particularly of household water treatment and hand hygiene. For these “first
generation’ impact evaluations, household water treatment interventions
were the most studied technologies, and remain so (around 30 per cent)
(Figure 3.10). However, more studies (e.g., Brown et al., 2012; Klasen et al.,
2012) including two randomised encouragement trials (Devoto et al., 2010;
Ben Yishay et al., 2017), broaden the evidence base on health impacts of
water supply provision. The number of sanitation technology study arms has
increased from 8 to 62, and there are similar magnitudes of increase of study

arms examining hygiene (from 23 to 97).
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These developments coincided with a shift, over the last 15 years, towards
evaluation of WASH promotion, in ‘second generation’ impact evaluations of
behaviour change communication using approaches like psychosocial
‘triggering’ (Figure 3.11). In sanitation, this is most commonly community-
led total sanitation (CLTS). Hygiene promotion includes approaches like
‘super-Amma’ (super-Mum), which used the emotional driver nurture (the
desire for a happy child) to incentivise improved handwashing practices

(Biran et al., 2014).

Figure 3.10 WASH technologies by publication date
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Carer-reported child diarrhoea morbidity is the standard outcome measure
used in WASH sector evaluations, and accordingly is by far the most reported
outcome. There has been some increase in the number of studies looking at
outcomes (e.g., time use) and interventions that disproportionately affect
women and girls, but most studies still do not even report sex disaggregated
outcomes, presumably due to low statistical power. Few prospective studies
can assess child mortality as a primary outcome due to power and ethical
reasons. Twenty-seven intervention studies have examined impacts of water
provision and sanitation on child survival in L&MICs. These include Latin
American studies conducted in Argentina (Galiani et al., 2005), Bolivia
(Newman et al., 2002), Brazil (Rasella, 2013), Colombia (Granados and
Sanchez, 2014), Ecuador (Galdo and Bricefio, 2005), Honduras (Instituto
Apoyo, 2000), Mexico (Venkataramani et al., 2013) and Paraguay (World
Bank, 1998). Studies have also been done in South Asia — Afghanistan
(Meddings et al., 2004), Bangladesh (Luby et al., 2018), India (Clasen et al.,
2014; Spears, 2013), Nepal (Rhee et al., 2008), Pakistan (Bowen et al., 2012)
— and others in Africa — Cote d’Ivoire (Messou et al., 1997), Egypt (Abou-Ali
et al., 2009), Ethiopia (Gebre et al., 2011), Kenya (Crump et al., 2005; Null
et al., 2018) and Mali (Pickering et al., 2015). Prospective studies examining
child mortality are limited for ethical reasons required to measure death
accurately, such as the need to withhold curative treatment — oral
rehydration or clinical treatment. However, some prospective studies
reported diarrhoea mortality (Messou et al., 1997; Luby et al., 2004; Bowen
et al., 2012; Pickering et al., 2015) and it is possible to obtain all-cause
mortality estimates from participant flow diagrams that should be commonly
reported in RCTs (e.g., Bowen et al., 2012; Clasen et al., 2014; Luby et al.,
2018; Null et al., 2018), explored further in Chapter 6.

A systematic review from 2009 estimated that 71 completed study arms of
WASH projects had been conducted measuring diarrhoeal morbidity
(Waddington et al., 2009). The most recent systematic review of WASH and
diarrhoea morbidity (Wolf et al., 2018) included 135 studies, and the
evidence census presented here includes 186 study arms measuring
diarrhoea morbidity, 119 of which were in studies published since 2008.
More than a million people have taken part in trials measuring, or had data

collected on, child mortality and diarrhoea morbidity.
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Recognising the importance of WASH for controlling acute respiratory
infections, the coverage of studies examining impacts on ARIs of hygiene
promotion has also increased, with 35 study arms measuring acute
respiratory infections including 31 in studies published post-2008, including
large-scale studies in Vietnam (Chase et al., 2012), Colombia (Correa et al.,
2012), Bangladesh (Huda et al., 2012), Guatemala (Arnold et al., 2012) and
Egypt (Talaat et al., 2011). Studies of transmission of causative agents in
unhygienic environments in L&MICs include acute respiratory infection like
coronavirus (e.g., Esrey et al., 1988). However, given the importance of ARIs
in the global burden of disease, and their enhanced importance in the
coronavirus pandemic, the total of number of participants in WASH studies
of ARIs, at only 125,000 in L&MICs, remains extremely limited (Howard et

al., 2020).

In line with the other changes, there has been a shift in the commonly
reported outcomes, including an increase in studies reporting behavioural
outcomes (Figure 3.12). This is an important shift as the principal argument
used by proponents of alternative delivery mechanisms is that they are more
effective at changing these behaviours and therefore improving lives (e.g.,
Kar and Chambers, 2008). In addition, it is argued, interventions fostering
marginal improvements in WASH behaviour may not cause sufficient
changes at community level to improve quality of life outcomes like child
nutrition or diarrhoea mortality (Geruso and Spears, 2018). However, very
few studies measure sustainability of uptake or slippage back to old practices
such as open defaecation, despite its importance for sustaining health

improvements.

Nearly a million people have taken part in studies measuring education
outcomes. Similarly, around a million have participated in studies where
water treatment and latrine use (including open defaecation) outcomes were
collected. At the same time, however, very few have participated in studies
measuring time use and labour market outcomes, willingness-to-pay in real-
world scenarios, or studies measuring psychosocial health, injury. And
evidence of longer-term behaviours, including slippage back to bad practices,

is extremely limited.
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Figure 3.12 Number of impact evaluations by outcomes
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The most frequently reported behaviours are handwashing, water treatment
and handling, and latrine use. Many of the studies reporting hygiene
behaviour, include measures of personal food hygiene; nearly 50 study arms
specifically collect data on handwashing before food preparation, five report
on the microbial contamination of food or eating utensils, and 17 report on
other food hygiene outcomes, such as whether food is stored properly, and
dishes washed appropriately. It is important that hygiene studies examine
food hygiene outcomes, given the importance of food in faecal-oral disease
transmission (Wagner and Lanoix, 1957). Studies collecting water supply
behaviour outcomes include 40 study arms of interventions to reduce faecal
contamination and six in Bangladesh of chemical contamination due to
arsenic. There has also been an increase in the reporting of social and
economic impacts. This is principally driven by a large increase in the
number of studies reporting measures of education and cognitive

development, and reflects the increase of studies being conducted in schools.

3.4.2 WASH systematic reviews

Systematic reviews of WASH studies include evidence from all global regions
and cover a breadth of WASH technologies (that is, hardware and software,

outcomes and, increasingly, promotional interventions. An estimated 43
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completed systematic reviews have synthesised the findings of WASH
provision (Figure 3.13). As impact evaluations make up the underlying body
of research, systematic reviews predominantly focus on health outcomes,

particularly diarrhoea and enteric infections.

The classic systematic review, produced when systematic reviews had not yet
been properly defined, was a series on the control of diarrhoeal disease in
young children commissioned by the WHO Diarrhoeal Diseases Control
Programme.33 This included reviews of enteric infections associated with
water and sanitation provision including diarrhoea (Esrey et al., 1985) and
water-related infections (Esrey et al., 1991). Both reviews were explicitly
restricted to published literature. Even so, Esrey et al. (1991) found large
numbers of eligible studies (144 studies), due to comprehensive inclusion of
outcome categories (diarrhoea, ascariasis, Guinea worm infection,
hookworm infection, schistosomiasis and trachoma), and inclusivity by
study design. Many ‘first generation’ reviews were subsequently done on
diarrhoea morbidity (Curtis and Cairncross, 2003; Fewtrell and Colford,
2004; Clasen et al., 2006; Waddington et al., 2009; Clasen et al., 2010;
Cairncross et al., 2010; Norman et al., 2010; Wolf et al., 2014; Clasen et al.,
2015; Ejemot-Nwadiaro et al., 2015; Wolf et al., 2018). An increasing number
of reviews are measuring other commonly evaluated outcomes, including
‘neglected tropical diseases’ such as helminth infections (Esrey et al., 1991;
Ziegelbauer et al., 2012; Strunz et al., 2014; Freeman et al., 2017), trachoma
(Esrey et al., 1991; Rabiu et al., 2012, Stocks et al., 2014; Ejere et al., 2015;
Freeman et al., 2017), and Guinea worm infection (Esrey et al., 1991).
Reviews have also been done of impacts of WASH on nutrition (Dangour et
al., 2013), of WASH in schools (Freeman et al., 2014), and methods to reduce
arsenic poisoning by contaminated ground water (Jones-Hughes et al.,

2013).

A systematic review will be most relevant when the methodology is applied
to a clearly defined research question, and preferably where eligible evidence
is known about a priori. A common approach used in WASH systematic
review and meta-analysis is to ask a question answerable using health impact
evaluations; for example, ‘interventions to improve water quality for
preventing diarrhoea’ (Clasen et al., 2015). In recent years, there has also

been a movement towards reviews covering multiple research questions

33 Sandy Cairncross, pers. comm.
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answerable using different types of evidence, such as ‘effectiveness and
factors influencing implementation of handwashing and sanitation
promotion’ (de Buck et al., 2017). Broader reviews enable greater statistical
precision and systematic analysis of bias, as noted by Getzsche (2000): “[a]
broad meta-analysis increases power, reduces the risk of erroneous
conclusions, and facilitates exploratory analyses which can generate

hypotheses for future research” (p.586).

Figure 3.13 Number of WASH systematic reviews by publication year
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A related issue is whether to set the question around an outcome — for
example, ‘water, sanitation and hygiene to tackle childhood diarrhoea
morbidity in low- and middle-income countries’ (Fewtrell and Colford,
2004; Waddington et al., 2009; Cairncross et al., 2010; Wolf et al., 2014,
2018) — or an intervention — ‘effect of handwashing on infectious diseases’
(Aiello et al., 2008). Some would further delimit by combining the two; for
example, ‘effect of handwashing on diarrhoea’ (Ejemot-Nwadiaro et al.,
2015), or perhaps ‘the effect of improved water supply on women’s time use’
(a review which remains to be undertaken). But others might argue that
hygiene can have a broader range of benefits in fighting respiratory infections

(Rabie and Curtis, 2006; Mbakaya et al., 2017), and so should not be assessed
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on its impact on diarrhoea alone. This debate amongst reviewers is known as
‘lumping’ versus ‘splitting’ (Gotzsche, 2000). One area where there does
appear agreement is on the splitting of evidence collected in endemic versus
epidemic conditions, since the effects of WASH in disease outbreaks are
known to be much larger (e.g., Curtis and Cairncross, 2003; Gundry et al.,
2004). This also includes WASH in emergency situations, where separate

reviews have been completed (Brown et al., 2012; Yates et al., 2017).34

There is a tradition of measurement of intermediate and health outcomes in
WASH impact evaluation, hence reviews have collected outcomes at different
points along the causal pathway, examining contamination of drinking water
between source and point-of-use (Wright et al., 2004), adherence to drinking
water treatment and reported disease (Arnold and Colford, 2007) and
differences in outcomes due to behaviour change (Waddington et al., 2009).
‘Second generation’ systematic reviews of interventions aiming to alter
behaviour and measure broader behavioural and socioeconomic outcomes,
are starting to appear. These include reviews of interventions like
privatisation (Devkar et al., 2013). Some draw on broader evidence than
impact evaluations, including process evaluations and qualitative studies, to
understand factors determining implementation fidelity and reasons
underlying adherence by participants (de Buck et al., 2017; Venkataraman,
2018). A few reviews include behavioural and socioeconomic outcomes. For
example, Waddington et al. (2009) reported on diarrhoea studies that
measured time-use, although did not specifically search for them, Annamalai
et al. (2016) searched for evaluations of time use and Null et al. (2012)

focused on willingness-to-pay.

Updates of reviews are becoming common as the evidence base expands.
Systematic review updates have been done for Cochrane of household water
treatment (Clasen et al., 2015) and hand hygiene (Ejemot-Nwadiaro et al.,
2015). The review on WASH and diarrhoea infection (Esrey et al., 1985) has
now been updated at least five times (Esrey et al., 1991; Fewtrell et al., 2005;
Waddington et al., 2009; Cairncross et al., 2010; Wolf et al., 2014; Wolf et
al., 2018). A criterion for updating a review is to update the searches for
studies published more recently. But updates can usefully update other areas

of a review, such as its scope (e.g., additional outcomes or sub-groups),

34 A separate Cochrane group, Evidence Aid, exists to coordinate humanitarian
evidence.
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quality (e.g., methodological improvements, such as more comprehensive
risk-of-bias assessment) and engagement (e.g., more comprehensive
stakeholder consultation) (Waddington et al., 2018). For example, reviews of
health impacts are incorporating analysis of participant adherence (Clasen et
al., 2015). High quality synthesis of studies from existing impact evaluations,
such as community-driven approaches, microfinance, and WASH in schools,
as well as time-savings associated with water and sanitation improvements
are needed. A systematic review update is urgently needed of the effects of
water supply and hygiene on respiratory infections. Finally, a major omission
from the current systematic review evidence base is the lack of a review
focusing on the impacts of WASH interventions on mortality, whether all-
cause or cause-specific, such as due to diarrhoeal disease. This synthesis gap

is addressed in Chapter 6.

3.5 Ethics in WASH impact research

This section examines three ethical questions associated with the studies
included in the WASH evidence census: rigour, or the quality with which
studies are designed and implemented; relevance, the extent to which they
answer important questions; and representation, how inclusively they have

been conducted.

3.5.1 Rigour

Mark and Lenz-Watson (2011) view research quality through an ethical lens,
arguing that the wrong answer may result in harm to subsequent programme
participants, where getting the wrong answer (or answering the wrong
question) is largely due to limitations in study design and implementation. It
is therefore important to get the right answer to the right questions, using
the best available methods. There have been concerns about the quality of
WASH impact evaluation at least since Blum and Feachem (1983) presented
six areas where diarrhoeal health impact evaluation designs were
suboptimal: use of a control group, adjustment for confounding, definition
of the outcome, length of recall, analysis of use, and sample size. The impact
evaluation evidence census suggests these points have been incorporated
into common practice by WASH researchers. Thus, all studies used control
or comparison groups that received no, or a different, intervention, with the
exceptions of Duflo et al. (2015) who used interrupted time series to measure
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infectious diseases following household water connections, and Arku (2010)
who measured time use by participant recall before and after installation of
improved community water supply. As noted in Chapter 1 Section 1.5, before-
versus-after design is the preferred approach to measuring immediate
outcomes like time savings from WASH improvements where there is no risk

of confounding (Victora et al., 2004).

Almost all studies addressed confounding, either through random
assignment, group or individual level matching on observables prior to
analysis, or directly in adjusted analysis. For example, most studies now use
centrally administered randomisation, although there is the occasional
exception where a study has used quasi-randomisation through alternation
(Montgomery et al., 2016). Some studies used randomisation over small
samples, such as Stone and Ndagijimana (2018) who randomised across two
districts in Rwanda. In non-randomised studies using matching, the
matching was usually done using statistical methods, although a few used
‘naive’ matching (e.g., World Bank, 1998). However, very few non-
randomised studies have used rigorous methods to address unobservable
confounding, such as double differences, interrupted time-series and

regression discontinuity.

Outcomes were nearly always clearly defined for diarrhoea (95% of cases)
usually being the WHO definition of “three or more loose stools in a 24-hour
period”, and where the diarrhoea incidence was reported “three intervening
diarrhoea-free days” were required to define a new episode (Bacqui et al.,
1991). For self-reported diarrhoeal disease, only a minority of studies used
recall periods longer than two weeks (Elbers et al., 2012; Galiani et al., 20009;
Iijima et al., 2001; Pradhan et al., 2002; Walker, 1999). Studies measuring
respiratory infection by self-report used recall periods of, at most, seven days

(Figure 3.14).
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Figure 3.14 Recall period for self- or carer-reported disease
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It is necessary to go beyond ‘bare bones’ by collecting data to answer relevant
questions about implementation and causal mechanisms, not just on effects
(Mark and Lenz-Watson, 2011). Use of causal pathway analysis is well-
established and was done from the earliest trials of hygiene (e.g., Torun,
1982) and water treatment technology (e.g., Kirchhoff et al., 1985). Over half
of studies collected data on behavioural outcomes. However, reporting of the
WASH technology and intervention components (e.g., whether hygiene
promotion was a component, frequency of contact between promoter and

participant) was not always clear (see also Pickering et al., 2019).

Study sample sizes have also increased with the greater research resource
availability. The median number of clusters across the sample is 21 (and the
mean 79), whether cluster is defined as communities, villages, informal
settlements, neighbourhoods, municipalities, schools or health facilities
(Figure 3.15). For example, until 2008 the median number of clusters was
only 10 (the mean was 49), whereas post-2008 it was 31 (mean of 92). Less
than a quarter of studies published since 2008 have ‘one-to-one’ comparison
(Blum and Feachem, 1983) effective sample sizes of less than ten clusters.
More studies are therefore able to estimate statistically precise effects, over
bigger samples which can provide useful information about scale and

scalability, all of which are vital for policy relevance.
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Figure 3.15 Frequency of WASH studies by cluster sample size

o
o]

60

40

20

(o] 50 100 150 200
Number of clusters

Note: dashed line shows the median, solid line shows the mean.

Sustainability, measured as sustained behaviours or quality of life outcomes,
is also important for policy (e.g., Waddington et al., 2009). Data were
collected on follow-up length, measured as the number of months from
baseline or intervention inception to final follow-up, which varies by
intervention (Table 3.3) and outcome (Figure 3.16). Studies of direct
provision and health education, or those measuring diarrhoea and acute
respiratory health outcomes, or water treatment and hygiene behaviours,
were conducted over relatively shorter periods, with a median number of 12
months each. In contrast, studies of supply-side interventions such as
decentralisation (e.g., community-driven development, median 24 months)
or those measuring socioeconomic outcomes, which may take longer to
materialise as they are further down the causal pathway than behaviours and
health, tend to be conducted of longer follow-ups (median of 19 months for
education outcomes, 30 months for income, and 48 months for labour
market outcomes). Researchers and funders appear to have been sensitive to
calls for greater examination of sustainability of interventions and outcomes
(e.g., Waddington et al., 2009). For example, evaluations of CLTS, all of
which were published since 2012, include studies measuring open
defaecation several years after implementation — four years in the case of
Adank et al. (2017), and ten years for Orgill (2017), which also measured
education outcomes. The increased value in longer follow-up periods is well-

recognised as a necessary check on slippage (Adank et al., 2017).
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Table 3.3 Average length of follow-up (months) by intervention

Intervention Median IQR N
Demand-side Health education 12 6 24 130
CLTS 24 12 36 24
Other psychosocial 12 8 18 45
triggering
Subsidy 12 6 21 33
Microfinance 22 18 24 6
Legal reform 60 60 60 1
Supply-side Direct provision 12 6 20 182
Privatisation 84 30 180 4
Small-scale independent 24 12 36 13
provider
Operator performance 21 18 24 0
Demand- and Decentralisation (e.g., 24 12 54 23

supply-side CDD)

Notes: IQR inter-quartile range; N number of study arms with any intervention

component.

Figure 3.16 Months of follow-up by outcome (densities)
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As a final measure of quality, data were collected on the number of survey

rounds for health impact studies measuring self-reported diarrhoea (Figure

3.17). The average number of rounds of outcomes data collection has also

fallen since the publication of papers suggesting significant bias in repeated

measurement due to participant fatigue (Zwane et al., 2011).

Figure 3.17 Number of survey rounds in diarrhoea studies (%)
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The most recent global burden of disease (GBD) exercise estimated 1.6

million deaths and 105 million DALYs were attributable to inadequate

WASH annually (Priiss-Ustiin et al., 2019). Of these, over 800,000 deaths
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and 50 million DALYs were caused by diarrhoea, half of which were in sub-
Saharan Africa and around one-quarter in South and East Asia. These are
likely underestimates, as the figures on GBD attributable to WASH omit non-
communicable diseases (e.g., arsenicosis or musculoskeletal disease) or
sources of DALYs like injury, drowning, neonatal conditions and maternal
outcomes. While estimates do not appear to have been produced to attribute
these sources to WASH conditions, these are undoubtedly significant sources
of global DALYs.35 For example, 82 million DALYs were caused by road
injury, 50 million were due to back and neck pain, 40 million due to neonatal
sepsis and infections, and 20 million by drowning (as compared to 130
million due to acute lower respiratory infection and 81 million due to
diarrhoea) (WHO, 2018).

An instructive comparison can be made of the distribution of WASH studies
in L&MICs by outcome and location (Figure 3.18), according to the priorities
given by the GBD. Table 3.5 presents data on the relationship between total
sample size, disability-adjusted life years (DALYs), years of life lost (YLL)
and years living with disability (YLD). Analysis suggests a positive
correlation of total sample size with DALYs overall (Pearson rho=0.37), and
for YLLs (rho=0.41), but a negative correlation with YLD (rho=-0.13), shown
graphically in Figure 3.19. The latter is due to the limited number of studies

measuring impacts on musculoskeletal disorders and psychosocial health.

35 For example, Priiss-Ustiin et al. (2008) estimated 280,000 preventable deaths
annually due to drowning.
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Figure 3.18 Cumulative total number of studies
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Table 3.4 WASH impact evaluation sample size and GBD estimates

Sample size DALYs YLL YLD

Diarrhoea 1,205 1,035 960 75
Other water-related ill-health 275 99 53 46
Nutrition 267 693 279 414
Acute respiratory infection 126 1,359 1,300 59
Psychosocial health 5 264 - 264
Pedestrian transport injury 0 315 202 23
Musculoskeletal 3 897 31 866
Neonatal sepsis 0] 332 306 26
Malaria 47 788 771 17
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Animal contact o) 75 58 17

Pearson rho 0.37 0.41 -0.13

Note: sample size in 1,000s; DALYs, YLL and YLD in 100,000s. YLD due to
psychosocial health attributed to anxiety. Other water-related ill-health indicators
attributed to intestinal nematode infections and trachoma.

Source: data from GBD (2017a, 2017b).

Figure 3.19 Correlation between GBD and study participation
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In addition, the correlations between the distribution of study participants
and the regional distribution of GBD by outcome are strong for nutrition and,
to a lesser extent, diarrhoea, but weak for other water-related ill-health
(intestinal nematodes and trachoma) and respiratory infection (Table 3.5).3¢
The correlations are generally stronger for RCTs than other studies, with the
exception of respiratory infection where the correlation between numbers of

participants and GBD by global region is very low (rho=0.10).

The economic benefits of WASH improvements, due to averted deaths,
improved health, health care savings and time savings far exceed the costs of
provision. For example, Hutton and Haller (2004) estimated the economic
value of time savings to dwarf the estimated economic benefits due to

diarrhoea, contributing to 65 percent of the benefits (as compared to around

36 However, the correlations between regional GBD and number of study arms are
weaker (rho=0.41 for the total GBD, rho=0.49 for diarrhoea, rho=0.32 for ARIs,
rho=0.10 for other water-related illness), with the exception of nutrition
(rho=0.84).
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10 percent for days lost due to diarrhoea).3” Later estimates confirmed that
the majority of economic benefits from both water and sanitation were time
savings (Hutton, 2015), although health benefits from improved water
supply due to less diarrhoeal disease were revised upwards due to findings

from a revised systematic review (Wolf et al., 2014).

Table 3.5 DALYs (per 100,000) by location and outcome

Total Diarrhoea  ARIs  Other water- Nutrition Total

related ill-

health

Eastern Europe 10 65 0.01 19 3,004
and North Asia
East Asia and 25 133 15 35 5,104
Pacific
Latin America 21 90 3 31 2,869
and the Caribbean
Middle East and 90 158 2 57 2,511
North Africa
South Asia 248 339 13 262 7,125
Sub-Saharan 422 606 11 254 5,986
Africa
Pearson rho (all 0.49 0.32 0.10 0.84 0.42
studies)
Pearson rho 0.65 0.10 0.43 0.78 0.85
(RCTs)

Notes: Other water-related ill-health attributed to intestinal nematode infections

and trachoma. Pearson correlations with sample size by location and outcome.

However, the estimates for economic benefits of WASH provision are usually
estimates of opinionated experts or minimum wage data (Hutton and Haller,
2004; Hutton, 2015) and occasionally observational studies in the case of
time savings (Hutton et al., 2007). They are not based on observed benefits
measured in impact evaluations (White and Gunnarson, 2008). Despite the
clear economic value of improved WASH, and the strong negative correlation
between total study sample size and benefits (rho=-0.31), only a small share

of evaluations has been able to measure socioeconomic outcomes.

Another perspective comes from those at the bottom, the users of WASH
services. For example, a survey of women in Benin (Jenkins, 1999) found that
commonly perceived benefits of sanitation were safety and comfort (Table

3.6), whereas health was rarely mentioned. The Pearson correlation between

37 Hutton et al. (2007) also estimated the global distribution of economic benefits
for improved water and sanitation, 36 percent were in the Western Pacific region
(including China), 24 percent in Latin America and the Caribbean, 19 percent in
South and South-East Asia (including India), 9 percent in sub-Saharan Africa, and
4 percent in the Eastern Mediterranean and 4 percent in Central and Eastern
Europe.

93



outcomes collected in L&MIC WASH research and average scores by

participants in Jenkins (1999) is strongly negative (rho=-0.79). Clear

opportunities should be taken to fill these research gaps.

Table 3.6 Reasons given for the benefits of sanitation in Benin

Reason Outcome construct Score
Safety  Status Comfort Health
Avoid discomforts of the bush Y 3.98
Gain prestige from visitors Y 3.96
Avoid dangers at night Y 3.86
Avoid snakes Y 3.85
Reduce flies in compound Y 3.81
Avoid risk of smelling/seeing Y 3.78
faeces in bush
Protect my faeces from enemies Y 3.71
Have more privacy to defecate Y 3.67
Keep my house/property clean Y 3.59
Feel safer Y 3.56
Save time Y 3.53
Make my house more comfortable Y 3.50
Reduce my household’s health Y 3.32
care expenses
Leave a legacy for my children Y 3.16
Have more privacy for household Y 3.00
affairs
Make my life more modern Y 2.97
Feel royal Y 2.75
Make it easier to defecate due to Y 2.62
age or sickness
For health (spontaneous mention) Y 1.27
Be able to increase my tenants’ Y 1.17
rent
Average score 3.79 2.80 3.44 2.30

Note: Y=reason relates to outcome construct.

Source: Jenkins (1999).

3.5.3 Representation in WASH research and research

governance

Over thirty years ago, Cairncross (1989) stated that the fundamental aspect

of WASH evaluation research was that it needed to be conducted in the low-

and middle-income country environments where water, sanitation and

hygiene programmes were implemented. He stated that “[t]his means that it

should ideally be conducted by developing country nationals” (p.308) who,

all else equal, have better knowledge of the contexts in which programmes

are implemented, and also have better knowledge of, and ties to, those taking

decisions about programming in-country (and possibly also programme

participants). These studies should have a better chance of uptake by
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decision-makers and therefore in improving lives. However, he noted, the
international agencies that to their credit sponsor research into developing
sanitation technologies or evaluating WASH programmes tended to employ
Western experts, and “very little effort” (p.308) was made to develop
research capacity in L&MICs.

Some of the earliest rigorous WASH trials were led by L&MIC researchers,
such as Khan’s (1982) factorial study of handwashing and water treatment
and storage in Bangladesh, the crossover trial of household water treatment
by Kirchhoff et al. (1985) in Brazil, as well as RCTs of handwashing in
Myanmar (Han and Hlaing, 1989), and a factorial trial of filtration and
handwashing in Guatemala (URL, 1995). This suggests a high degree of
representation of L&MIC authors in early impact evaluations. To what extent
has this changed?

Data were collected on institutional location of lead or corresponding
authors and co-authors of WASH impact evaluations. Figure 3.20 plots the
evolution of all impact evaluations according to whether the lead or
corresponding author or at least one co-author, were based at an institution
in the L&MIC where the study was conducted, or in a high-income country
(HIC). While research leadership in L&MICs has increased over the period,
with the increased resources available for research in the sector as a whole,
it has not increased as appreciably as a proportion of total studies. If
anything, there has been a deterioration since the 1980s and 9os when the

majority of WASH impact evaluations were led by L&MIC researchers.

Figure 3.22 plots the same data for RCTs. There has been a marked increase
in co-authors based in L&MICs, to the extent that it is more common for
authorship to include at least one L&MIC co-author than not. In most cases,
however, this is a single L&MIC researcher on a paper with four or more co-
authors, whose role does not appear to be one of study design, data analysis
or writing up. Rarely, the corresponding author and most (e.g., Messou et al.,
1997) or all co-authors (e.g., Garba et al., 2001; Roushdy et al., 2011; Ozcelik
et al., 2013; Makotsi et al., 2016) are from an L&MIC institution. Another
study found that rates of authorship from the country of investigation in
clinical trials was much lower in L&MICs than in HICs, for example around
30 percent in Brazil and India and as low as 13 percent in Peru (Hoekman et

al., 2012). Echoing these findings, a cross-sectoral scoping study recently
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found 1,500 African researchers had been involved in impact evaluation
publications between 1990 and 2015, but only 13 percent were first authors
and in only 2 percent of studies were all authors based in African institutions

(Erasmus and Jordaan, 2019).

Figure 3.20 Number of WASH studies by author location
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Figure 3.21 Number of WASH studies by author location — RCTs
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The situation in systematic reviews and evidence synthesis is also changing.
The first reviews were done by Steve Esrey (1985, 1991), and later many were
led by researchers in Western institutions. However, there have been some
international efforts to institutionalise systematic reviewing in L&MICs since
at least 2007, when the WHO Alliance for Health Policy and Systems

Research centres were established in Bangladesh, Chile, China and
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Uganda.3® More recently, the Africa Evidence Network, coordinated by the
Africa Centre for Evidence (ACE) at the University of Johannesburg, was set
up with aim of promoting evidence-informed decision-making including
through synthesis work.39 The Global Evidence Synthesis Initiative (GESI),
based at the American University in Beirut, was established to promote
systematic review supply and demand in L&MICs; its network contains 47
evidence synthesis centres from 25 countries.4° The Campbell Collaboration
opened a South Asia office in New Delhi in 2015.4* All are very welcome
initiatives, but more could be done, especially now with technological
improvements potentially available for remote working, if major funders —
and possibly also journals4> — were to incentivise it. However, some of the
challenges remain fundamental. As noted in a Lancet editorial, “many of us
[L&MIC researchers] are experiencing common difficulties arising from
limited access to computer hardware and software, restrictions on database
access, limited data storage capacity, inadequate data coverage, and low

internet bandwidth” (Stewart et al., 2020, p.2).

There are also reasonable questions about research governance. As noted by
White (2013), “[t]here has been an enormous increase in data collection in
developing countries in the last decade. Surveys are time consuming for
respondents. So, we have to really believe that what we are doing is
worthwhile not just for us, but for the poor people whose time we are taking
in conducting our studies. This consideration seems not to weigh heavily with
many researchers, but clearly it should...” (p.47). Unfortunately, current
standards for reporting, especially in social science (mainly development
economics) working papers and journals, are poor. As shown in Figure 3.22,
the basic requirements of reporting participant flow adherence in field trials
according to CONSORT standards (Moher et al., 2010) have improved over

time but are frequently unmet.

38 https://www.who.int/alliance-hpsr/researchsynthesis/project2/en/ (accessed 9

October 2020).

39 https://africacentreforevidence.org/ (accessed 9 October 2020).

40 http: //www.gesiinitiative.com/about-gesi (accessed 24 October 2020).

41 https://campbellcollaboration.org/southasia/ (accessed 9 October 2020).

42 For example, Tropical Medicine and International Health editors required
papers to have at least one L&MIC co-author (Sandy Cairncross, pers. comm.).
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Figure 3.22 Number of trials presenting participant flows by year
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If the reporting in environmental health is substandard, with less than 50
percent of studies presenting participant flows, the reporting in social
sciences may go as far as being deliberately misleading (Figure 3.23). Only
two out of 54 prospective studies in social science presented a participant
flow diagram or the data from which it could be fully reconstructed (Beath et
al., 2013; Guiteras et al., 2015a). Partial exceptions were Kremer et al. (2008)
and Okyere et al. (2017) — which both provided aggregated numbers of
participants at follow-up, not by study arm — as well as Jalan and
Somanathan (2008) and Malek et al. (2016). In addition, Orgill (2017)
provided detailed analysis of household attrition by survey round and
treatment group, from which participant flow could be determined. Others
provided truncated flow diagrams, excluding participation flow data in
follow-up periods (e.g., Doocy and Burnham, 2006; Jalan and Somanathan,

2008; Biswas et al., 2012; Malek et al., 2016).
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Figure 3.23 Participant flow diagrams by academic discipline
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Some newer studies by social scientists are starting to exhibit flow diagrams
for the full trial period, at the cluster level, but not yet at individual level (e.g.,
Armand et al., 2020). This lack of transparency makes it difficult to appraise
study validity, as well as inhibiting the use of important information that can
be used in synthesis work for policy audiences, such as analysis of all-cause
mortality as shown in Chapter 6. It is clear that these failures stifle scientific
progress, and WASH triallists should accept as good practice standards
adopted in clinical epidemiology decades ago (Moher, 1998).

Data were also collected on ethical review reported in WASH impact
evaluations (Table 3.7). Again, while standards in environmental health, of
which over half of studies that would need ethical review, could be improved,
the standards in social science leave much to be desired. Only 22 percent
transparently indicated an institutional review board (IRB) had approved the
evaluation, and even fewer (16%) had done so at IRB in-country; nothing was
indicated about ethical review in 67 percent of cases. In over 10 percent, no
ethical review appeared to have been followed. Thus, no study published by
a UN body, whether the World Bank, a regional development bank, UNICEF
or other organisation indicated that an institutional review process was

undertaken prior to study implementation.
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Table 3.7 Ethical review in WASH impact evaluations (%)

Total Environmental Social science

health
Passed any IRB 43 55 22
o/w passed IRB in country 37 47 16
No IRB was consulted 6 5 11
Unclear/not stated 49 39 67

Note: may not sum to 100% due to rounding errors.

It is possible that programme evaluations, which are the studies conducted
by development banks, are thought not to require ethical approval, as they
are being rolled out anyway. For example, Semenza et al. (1998) indicated
that “IRB review was not required because the study did not fall under the
human subjects regulations” (p.941) as it was a programme evaluation. This
was despite the evaluation including a component where participants were
randomised to receive chlorine and a safe storage device. In this case, and in
the cases of prospective evaluations done by the development banks, there
may be ethical issues relating to withholding treatment from control
communities, or the ethical standards around, for example, compensating
participants for their time, and possibly by offering health treatment to the

severely ill, such as oral rehydration salts for diarrhoea.

3.6 Conclusion

To summarise, there has been a dramatic increase in quantity and focus of
impact evaluations and systematic reviews on WASH topics. There has been
a movement to broaden the range of outcomes beyond diarrhoeal disease in
WASH impact evaluations and systematic reviews, corresponding to a
‘behavioural revolution’. Other health and socioeconomic outcomes are
likely to be more important in determining acceptability, and therefore
household demand for, new WASH technologies. For example, safety, status
and convenience are all considered more important than health in
determining sanitation demand. This chapter found that rigour in the
conduct of evaluations and reviews has improved since the first International
Drinking Water Supply and Sanitation Decade during the 1980s. It will be
important that these standards are maintained through the second UN
International Water Decade (2018-2028), to ensure resources for WASH
programming are spent in the most effective way to achieve universal

coverage. However, there are concerns about how relevant the studies are for
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top-down or bottom-up sector priorities, and the clock appears to have
stalled or even rolled back on representation of L&MIC study leadership, and
there are important issues relating to ethical standards and reporting WASH
sector impact research. Systematic reviews are often restricted to literature
published in academic journals, a practice which would tend to bias the

estimated impacts of WASH programmes, reducing confidence in findings.

It is striking how few studies have taken advantage of natural experiments to
answer questions that prospective approaches like RCTs cannot, compared
to other sectors (Dunning, 2012). Natural experiments, applying statistical
methods of correction for unobservable confounding to existing surveys,
remain an underutilised methodological approach in WASH evaluation. The
large numbers of existing household survey datasets available containing
questions on WASH exposures that are already being examined (e.g., Fink et
al., 2011; Geere and Hunter, 2020) suggest great promise for these
approaches. There also continues to be a great number of uncontrolled
studies that simply measure outcomes before and after the intervention.
Most of these studies were excluded as they are not usually able to attribute
changes to the intervention, the exception being for the immediate outcomes
of time savings due to provision of a new water supply or sanitation source,

for which evidence synthesis is ongoing (Macura et al., 2021).
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Chapter 4 A tool to assess fragility of
inference in impact evaluation

“The haphazard way we individually and collectively study the
fragility of inferences leaves most of us unconvinced that any
inference is believable. If we are to make effective use of our scarce
data resources, it is therefore important we study fragility in a much

more systematic way.”

Leamer (1983, p.43).

4.1 Introduction

Those producing WASH impact evaluation are primarily epidemiologists and
social scientists, who quantify treatment effects — that is, measured changes
in outcomes among populations exposed to an intervention, as compared to
populations not exposed — using randomised and non-randomised study
designs. Non-randomised studies include designs like regression
discontinuity, interrupted time-series, non-equivalent comparison group
designs like case-control, and methods of estimation like difference-in-
difference, instrumental variables and multiple regression. They are also
referred to variously as quasi-experiments (e.g., Shadish et al., 2002;
Waddington et al., 2009; Barnighausen et al., 2017a; Reeves et al., 2017),
natural experiments (Craig et al., 2011; Dunning, 2012), or observational

studies (e.g., Cook and Steiner, 2010).43

All quantitative causal studies are subject to biases relating to attribution
(internal validity) and the extent to which findings are generalisable to the
population and variables of interest (external validity) (Shadish et al., 2002).
RCTs, often considered the preferred method of causal inference where they
are feasible (e.g., Rubin, 1974; Shadish et al., 2002; Duflo et al., 2006;
Imbens and Wooldridge, 2009), can have methodological problems in design
and implementation such as poor allocation concealment, non-random

attrition, contamination of controls, biases in analysis and reporting, and so

43 Some authors have chosen not to highlight the differences. For example, Cook
and Steiner (2010, p.57) stated that they use the terms ‘quasi-experiments’ and
‘observational studies’ interchangeably.
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on (Higgins et al., 2011). Threats to internal validity due to participant
knowledge about investigation, are thought to be more problematic in trials
(whether randomised or otherwise) than observational studies, due to the
process of informed consent (Schmidt, 2014). Threats to external validity are
also thought of as being more problematic in trials due to modifications to
usual treatment practice and/or closer monitoring of implementation
(Barnighausen et al., 2017b). Another issue with external validity in trials and
some quasi-experiments44 is that participants and interventions are usually
chosen through convenience, rather than random sampling as they might be
in a purely observational study based on a representative household survey

(e.g., Pritchett and Sandefur, 2013).

Similarly, while non-randomised studies can produce the same effects as
RCTs in meta-analysis (Concato et al., 2000), studies that are
inappropriately designed or executed will not generate good causal evidence
(e.g., Sacks et al., 1982). However, the threats to internal validity are often
seen as more problematic, due to the greater risks of confounding, selection
bias, and biases in analysis and reporting (e.g., Higgins et al., 2011; Sterne et
al., 2016). The assessment of NRS design and implementation is also more
difficult than RCTs, and tools are less advanced, requiring greater qualitative
appraisal of potential biases, which in many cases may need to draw on
advanced theoretical and statistical knowledge. Some types of observational
studies popular among econometricians, so-called ‘natural experiments’, are
viewed with particular suspicion. For example, referring to a recent natural
experiment on the impacts of latrine provision on child diarrhoea mortality,
Schmidt (2014, p.524) stated “India is colourful, but that is nothing
compared to econometric analysis...”. It is understandable that studies which
purport to provide the ‘holy grail’ in solving the combined problems of bias
in observational studies (due to confounding) and bias in trials (due to
expectations effects) should be carefully assessed.45 One may argue that part
of the reason why natural experiments are viewed with suspicion is the lack
of systematic critical appraisal which would enable others to assess the

veracity of claims made in these studies.

44 This includes studies producing any type of ‘local average treatment effect’ in
which the estimate is valid for a subset of the population, such as those at the
margin of the treatment threshold (in the case of regression discontinuity design)
or compliers (in the case of instrumental variables estimation).

45 Sampling bias is only really addressable when comparing findings across a large
number of studies, or by using imputation methods to assess the likely effect in a
particular context (e.g., Tipton, 2013).
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These points are well understood in the policy research community. For
example, the International Initiative for Impact Evaluation (3ie) Principles
for Impact Evaluation states: “evaluation designs must be capable of
addressing: a) confounding factors; b) selection bias; c) spillover effects; d)
contamination of control groups; and e) impact heterogeneity by

intervention, beneficiary type and context” (3ie, undated, p.2).

Systematic critical appraisal is therefore a key component of evidence
synthesis work. Thesis Question 2 asks how to assess bias transparently and
consistently for RCTs and NRS. Appraisal of internal validity,
operationalised through ‘risk of bias’ assessment, gives assurance of the
credibility of the point estimates provided in causal studies for the
populations on which they are based (Higgins and Green, 2011) and, when
combined with assessment of external validity, their credibility for the
broader population and relevance for decision-making (Chalmers, 2014).
Risk-of-bias tools aim to provide transparency about the judgments made by
reviewers when performing assessments. They are usually organised around
particular domains of bias and provide specific ‘signalling questions’ which
enable reviewers to evaluate the likelihood of bias. Some tools are also
operationalised to enable comprehensive validity assessment (Valentine and
Cooper, 2008). Existing approaches, however, to differing degrees, are likely
to provide misleading risk-of-bias assessments for randomised and non-
randomised studies with selection on unobservables (Waddington et al.,
2017). Nor is it clear whether they are developed or tested based on

systematic evidence about bias (Villar and Waddington, 2019).

This chapter addresses Thesis Question 2 by discussing threats to validity in
impact evaluations and operationalising a comprehensive risk-of-bias tool
for randomised and non-randomised studies using statistical methods to
identify causal relationships. Section 4.2 defines bias in relation to internal
and external validity. Section 4.3 discusses ways of categorising impact
evaluation, focusing on studies of WASH interventions. Section 4.4 discusses
internal validity and Section 4.5 external validity. Section 4.6 presents
proposed evaluation criteria for a critical appraisal tool to evaluate internal
and external validity in randomised and non-randomised impact

evaluations.
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4.2 Conceptualising bias in impact evaluation

This chapter is primarily about three main threats to validity — how the
observed effect may differ from the ‘true’ effect — in a study’s findings:
internal validity — that is, whether there is bias in estimating the ‘true’ effect
for the sample; external validity — whether there is error in estimating the
‘true’ population effect, sometimes called sampling bias; and sampling error,

measured as the standard deviation in the study estimate.

More formally, bias for study i is equal to the difference between the
estimated effect — the sample mean b;, in impact evaluation called the
average treatment effect (ATE) — and the ‘true’ target parameter — the
population mean S, or population average treatment effect (PATE) (e.g.,

Greenland, 2000; Tipton, 2013):

bias; =b;—f (4.1)

Bias is usually thought of as being determined by the study design and
methods of implementation (for example, if the participants self-select to
treatment and comparison, or if the measurement of outcomes is done
inaccurately). However, the second component of bias, sampling bias, is
determined by the way in which the study participants themselves are
sampled (for example, whether participants themselves are randomly
sampled from the population, whether the intervention being evaluated is
chosen randomly, or whether sampling of either is done based on
convenience). Hence, ATE and PATE are equal in expectation for an
unbiased estimator, or equivalently the difference between them is zero,
when a sufficiently large sample is chosen randomly from the target
population. When the study draws on participants who are not randomly
sampled from the population (e.g., participants or interventions are chosen
for study due to convenience), as is standard in field research, ATE may be
systematically different from PATE (sampling bias), although it still may
provide an unbiased estimate of the sample ATE.4¢ It is worth noting that an
advantage of observational studies based on representative household
surveys, over randomised field trials (and non-randomised treatment effect

estimators) as usually implemented, is the reduced risk of sampling bias

46 In an RCT where participants are selected based on convenience, the sample ATE
may therefore be considered a population ‘local average treatment effect’ (LATE).
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(Pritchett and Sandefur, 2013). In addition, Behrman and Todd (1999) refer
to ‘randomisation bias’ (Heckman and Smith, 1995) where the process of
randomisation generates changes in programme targeting — e.g., by lowering
programme admission standards to meet sample size requirements — or
population mobility — in the case of large-scale cluster controlled trials,
where participants may be unwilling to migrate out of treatment clusters for
fear of losing benefits47 — which may make the findings inapplicable to the

non-experimental context (see also Bracht and Glass, 1968).

The third property, the standard deviation of the estimator s; measures the
expected spread of mean values of the estimator from repeated random
samples drawn from the target population, and largely depends on the study

sample size:

o
S; == (4.2)

Jm

where o is the sample standard deviation (that is, the sample-based
estimate of the population standard deviation) and n; the sample size for
study i. There is therefore variance in an unbiased estimator in expectation,
even if the random draws are from the same population, due to sampling
error (sampling variation). This is usefully represented in two measures,
statistical confidence and power. The confidence in the estimator — usually
measured by the 95 percent confidence interval, associated with statistical
significance level of @ = 100 — 95 =5 percent — indicates that the ‘true’
effect is expected to lie within the interval in 95 out of 100 randomly drawn

samples from the population:
b +196s; (4.3)

where 1.96 is the critical value of the Z-distribution associated with a/2 = 5
percent significance. Alternatively, there is an @ = 5 percent chance that the
estimator will generate a false positive, wrongly concluding there is an effect
when in fact there is not (also called Type I error). Another source of error
occurs when the estimator wrongly concludes that there is no effect, when in

fact there is (called Type II error). This is usually set at f = 20 percent,

47 This is different from crossovers due to contamination, where control group units
choose to migrate to treated communities to obtain benefits, which is a threat to
internal validity.
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indicating that there is a 20 percent chance of a false negative. Statistical
power is the chance of correctly identifying a true positive, equalto 1 — g =

80 percent in the standard case.

Greenland (2000) states that “[e]stimators with large standard deviations
(random scatter) are unreliable estimators of the target parameter, even if
they are unbiased” (p.159). Hence, to get a fuller picture of the reliability of
the estimator, one needs a measure incorporating both bias and standard
deviation. One such statistic, measuring the expected average distance
between the sample mean produced by estimator 7 and the population mean,

is the mean squared error (MSE):48
MSE; = bias? + s? (4.4)

where s? is the sampling error variance for estimate b; (also called the

variance of the effect), equal to square of the standard deviation:
o

P=— (45
n

As discussed below, it is not clear what the effect of bias will be on the
direction of bias. For example, while measurement error in independent
variable (treatment) causes downwards bias in expectation (e.g.,
Wooldridge, 2009), measurement error in dependent variable (outcome)
may upwards or downwards bias the estimate (e.g., courtesy or discourtesy
bias in self-reporting), confounding may cause upwards or downwards bias
depending on the relationships between omitted variable and dependent and

independent variables, and so on.

However, where the samples come from heterogeneous sub-populations —
for example, repeated replication studies based on samples drawn from
populations with different characteristics — additional variation is expected
over and above sampling variation, arising from differences in the treatment
(e.g., intensity or length of administration), differences in outcome

measurement (e.g., reliability in measurement), or differences in settings

48 Since MSE is based on the squared deviations, it is sensitive to outliers. Other
measures of average distance that are less sensitive include the mean absolute
deviation and measures based on the median.
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and potential outcomes for participants themselves (e.g., due to different
demographic characteristics, such as age or sex, time period or season of data
collection, or in the case of communicable disease, underlying environmental
health risk). In theory, this may also include convenience samples, therefore
accounting for sampling bias. All these factors cause variance in the ‘true’
population effect 72 (which is unobserved), over and above bias and within-
study sampling error. In the case of heterogeneous sub-populations,

therefore, the mean-squared error may be defined as:

MSE; = bias? + s? + 12 (4.6)

Because of these issues relating to bias and sampling error, it is usually
agreed that lessons from policy research should be made using systematic
methods of synthesis such as meta-analysis that “form a powerful, scientific
approach to analyzing previous studies” (Littell et al., 2008, p.1). Meta-
analysis, which is the statistical pooling of findings across studies, gives an
estimate of the population parameter, by calculating an average effect across
the estimates from single studies. By increasing the sample size, meta-
analysis reduces the variation, increases precision and lowers the chances of

Type I and Type II errors. Fixed effect meta-analysis calculates a pooled

effect B as the geometric mean where each effect is weighted by the inverse

azl/ni = % = w;. Since the weight for a single study is equal to

of its variance

the inverse of the variance, it follows that the variance of the fixed effect
average sZ is the inverse of the sum of the weights across k included studies

(Borenstein et al., 2009):

1 1

SFE T Sk .. T o (4.7)
YEw, Z{-‘:—;

Fixed effect meta-analysis assumes that the studies are sampled from the
same underlying population, with a single population average (PATE) and
variance. Under the simplifying assumption of equal sample sizes, (4.7) can

be rearranged as (Borenstein et al., 2009):
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The 95 percent confidence interval associated with the meta-analysis effect,
represents the 95 percent likelihood that it incorporates the ‘true’ population

parameter (equation 4.3).

Random effects meta-analysis, in contrast, assumes the studies are sampled
from different sub-populations, which together form a distribution of
population parameters. There are therefore two levels of sampling, and two
sources of sampling error: within-study and between-study variation
(Borenstein et al., 2009). The random effects pooled effect S is calculated
as the expected mean effect across this distribution of population effects,
using a modified weighted average of the inverse of the variance
incorporating the two sources of sampling error. Each study weight is equal

to the inverse of the within-study error variance of the individual study s? /n;

plus the estimated between-study variance 72 Again, since the

) OF
weight for a single study is equal to the inverse of the sum of the within and
between study variances, the expected variance of the random effects average
s is the inverse of the sum of the weights across the studies (Borenstein et
al., 2009):

1
N S
s?/n; + 12

s3g (4.9)

:zi-‘

By making two further simplifying assumptions, that each study has the same
population variance and sample size, it can be shown that the random effects
variance is equal to:

g? 12

SEp = T ifn, =n, =n (4.10)

Hence the error variance is equal to the fixed effect (within-study) variance,
which tends to zero as the study sample size increases, plus the estimated
between-study variance, which tends to zero as the number of studies
increases (Borenstein et al., 2009). As indicated by Hedges (1983), “[t]his
model is appropriate when the studies used in the analysis are representative
(if not a random sample) of a larger population and the researcher wants to
generalize to that larger population” (p.389). The between-study variance
can also be reduced by incorporating explanatory variables in meta-

regression modelling, effectively attempting to capture those sub-population
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characteristics that explain the between-study variation. The between-study
variance can be estimated using the method of DerSimonian and Laird
(1986):

, Q—df
T max+ 0, T > (7
k i=1 Wi
W, — =
i=1"i k

i=1 Wi

k
~ a2
where Q = z w; (by—B) ~ )(ﬁf=k_1 (4.11)

=1

where 72 is artificially constrained at zero if the value falls below zero (since
a variance cannot be less than zero), and Q is the inverse-variance weighted
sum of squares of the difference between treatment effects b; and their
estimated mean §. Q is a statistic that follows the Chi-squared distribution
with degrees of freedom df = k — 1, where Q represents the observed
variation and df the expected variation based on sampling error alone. The
denominator in the formula converts the difference Q — df into units of the
effect. Hence, the between-studies variance is measured as the estimated
excess variation over that expected by sampling error, in the metric of the

effect size (Borenstein et al., 2009).

A measure of the proportion of variance due to variation in the ‘true’ effects
over sampling variation, I-squared, is calculated as (Higgins and Thompson,

2002; Borenstein et al., 2017):

2 /k 72
==y (4.12)
RE T + ‘L'Z

under the assumption of equal study variance and sample size. I-squared is

usually expressed as a percentage rather than a proportion.

A 95 percent confidence interval can also be calculated to show the
uncertainty in the random effects average. However, there is additional
uncertainty in whether the random effects average represents the population
effect because of the estimated between-studies variance. The prediction
interval calculates the confidence interval reflecting this greater uncertainty,

calculated as (Riley et al., 2011):
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by + tF=205 /s}%E +12  (4.13)

where t2:% is the 100 (1 = g) percentile of the t distribution with k-2 degrees

of freedom. It is interpreted as the interval in which the effect found in a new

study will be incorporated, in 95 out of 100 cases (Masset, 2019).

It can be seen from equation 4.11 that the inclusion of estimators that deviate
from the estimated mean effect due to bias, over and above the within- and
between-study sampling error, will cause bias in the estimated between-
study heterogeneity, pooled effect and I-squared (equation 3.12). It is
therefore important to control for bias in estimation, which is usually done
through critical appraisal. For example, evidence from meta-analyses of
education programmes in low- and middle-income countries suggests NRS
with credible means of control for confounding can produce the same pooled
effects as RCTs (Table 4.1). NRS included in the education meta-analyses
used difference-in-differences, instrumental variables, propensity score
matching and regression discontinuity design (Baird et al., 2013; Petrosino

et al., 2012).

Importantly, the evidence presented in Table 4.1 suggests that, where there
is greater scope for self-selection into intervention group and/or selective
reporting of outcomes, as in the case of microcredit (Vaessen et al., 2014),
NRS are more likely to estimate larger treatment effects than RCTs, which
may suggest bias. There is arguably greater risk of self-selection into
microcredit groups, and subsequent receipt of loans, than there is of self-
selection into cash transfers or education interventions, where decisions
about who should participate in intervention are taken by programmers. In
addition, household spending decisions were largely reported, whereas many
enrolment and attendance outcomes were observed, which may introduce
further bias in microcredit evaluations.4® Hence, the pooled effects from NRS
on microcredit deviate more from the RCT estimate, than either cash

transfers or education.5°

49 As noted in Vaessen (2014, p.39): “[s]tudies generally collected self-reported
outcomes from survey questionnaires over a range of expenditure items which were
grouped into a composite index”. In contrast, although some studies used self-
reporting by the household in Baird et al. (2014), others used unannounced school
visits by researchers.

50 It may also be of interest to know whether self-selection (which can be addressed
through improved study design) or selective reporting of outcomes (which can be
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Table 4.1 Pooled effects of RCTs and NRS of interventions in L&MICs

Outcome Design OR 95% CI P>|z| Tauz I2 MSE+ obs
(bias)

Enrolment* RCT 1.40 1.21 1.61 0.000 0.06 90% 0.065 15
NRS 1.38 1.25 152 0.000 0.04 87% 0.043 27

Attendance** RCT 1.33 1.20 1.46 0.000 0.02 91% 0.023 43
NRS 1.34 120 1.52 0.000 0.02 97% 0.024 16

Woman RCT 0.99 0.93 1.05 0437 0.00 0% 0.001

makes NRS (‘some 1.04 0.90 1.20 0.064 0.00 64% 0.008

household concerns’)

spending NRS (‘high 1.16 0.98 1.36 0.000 0.02 86% 0.052 11

decisions***  risk of bias’)

Notes: + MSE uses the natural logarithm of OR and its standard error; it is calculated
for RCTs assuming bias=0. OR estimated by inverse-variance weighted random
effects meta-analysis. Interventions are * cash transfer versus control (Baird et al.,
2013), ** education intervention versus standard intervention (Petrosino et al.,
2012) and *** access to microcredit versus control (Vaessen et al., 2014).

Source: author based on reported data.

In addition, systematic reviews have different inclusion criteria, and reviews
with broader study design inclusion criteria are more likely to produce biased
pooled effects. In this case, the review on microcredit included many a priori
less credible studies, in particular those applying adjusted regression
analysis to post-test cross-sectional data (Vaessen et al., 2014). In contrast,
the review on education excluded any study without pre-test measurement
(Petrosino et al., 2012). And while the review of cash transfers incorporated
studies using cross-sectional data, the NRS evidence base largely consisted
of studies with more credible methods of analysis such as DD, RDD and
statistical matching (Baird et al., 2014). When the NRS in Vaessen et al.
(2014) were separated into high and medium risk of bias,5! where medium
risk studies all used identification methods thought to be more internally
valid (RDD, IV or statistical matching), the pooled estimate of the ‘medium

risk of bias’ studies was closer to the RCT estimate (Table 4.1).52 But it was

addressed through improved outcome data collection) are the critical factors in
determining bias.

51 Determining overall risk of bias is complicated because the degree of bias is a
latent construct (i.e., one that is not directly observable or measurable). However, it
is useful as shown in this and the following chapter (see also Guyatt et al., 2011).

52 No NRS (or, for that matter, RCTs) in the review were identified by the authors
as having low risk of bias. The risk of bias assessments used in Baird et al. (2014)
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still not as accurate as in the case of cash transfers and education, suggesting
residual confounding due to self-selection of participants to microcredit

groups and receipt of loans.53

However, there are other threats to validity in making generalisations across
studies, due to systematic factors that affect the distribution of observed
effects. One is sampling bias; another is publication bias. Publication bias is
usually thought to cause lower censoring of the distribution of effects. There
are standard approaches to attempt to deal with the problem, including
searching for unpublished studies, the assessment of reporting biases in
critical appraisal (see below Section 4.4.5), and statistical testing based on

small-sample bias (Egger et al., 1998; Peters et al., 2008).

Addressing sampling bias is more difficult. In impact evaluation, there is
usually no clearly defined (sub-) population to which the results are expected
to generalise (Tipton, 2013). One argument is that as the number of studies
increases, so does the likelihood that the studies are representative of the
population (Borenstein et al., 2009). Methods such as meta-regression
modelling can also attempt to account for non-randomness in the
distribution of effects. Some authors apply meta-regression modelling
alongside Bayesian meta-analysis in the attempt to estimate more accurate
pooled effects. For example, Vivalt (2020) aims to answer the question ‘how
much can we generalize from impact evaluations?’. In contrast, Tipton
(2013) proposes an approach using propensity score matching to generalise
the findings from one study to another context. At the very least, it would
seem to provide further grounds for greater care in interpreting random
effects meta-analysis and therefore the use of prediction intervals as

standard.

4.3 Categorising impact evaluations

Impact evaluations are usually, implicitly, characterised by the extent to

which they can address confounding by design or in analysis. Confounding

and Vaessen et al. (2014) use the approach by the author (Hombrados and
Waddington, 2012), which is further developed in this chapter.

53 Using the distance metric defined in Chapter 4 equation 4.7 below, the absolute
standardised mean difference is 0.099 for cash transfers and 0.075 for education.
Whereas in the case of microcredit, it is 0.796 for medium risk of bias NRS, and
2.560 for high risk of bias studies.
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can be observed or unobserved (unmeasured or unmeasurable), time-
invariant (fixed over the course of the study at baseline) or time-varying. For
example, confounders in the relationship between access to latrines and
reported diarrhoea include: readily observable factors like sex and age; more
complex factors like socioeconomic status, which can be measured
imprecisely using wealth indices in DHS (Filmer and Pritchett, 2001), or
approximated through expensive household income and expenditure
surveys; factors that are often unmeasured such as hand hygiene practices or
the degree of functioning and use of water supply (Cairncross and Kolsky,
1997); and factors which are arguably unobservable such as self-efficacy,
attitudes to risk, behavioural responses to incentives by research participants
(e.g., bias in self-reported outcomes) (Schmidt and Cairncross, 2009). Some
of these confounders are usually fixed or time-invariant throughout a study
or baseline values can be readily recalled (e.g., sex, age); others are more
likely time varying (e.g., functioning of infrastructure, behaviour change in
response to interventions, self-efficacy). Confounders can also be
differentiated from mediators, which are intermediate factors along the
causal pathway such as latrine functioning and use, and exposure to

environmental contamination via open defaecation (Table 4.2).

Table 4.2 Variables affecting the observed effect of latrine access

Type Observable Unmeasured Unobservable Mediator
confounders confounders confounders variables

Example Sex Hand hygiene  Self-efficacy Latrine
Age behaviour Attitude to risk functioning
Location glse ?f water Behavioural Latrine use

PPy response to Open
Assets . L . .
Socioeconomic incentives (e.g., defaecation

Functioning of status agreeableness)

water supply

Source: author.

Some types of confounding bias can be controlled in analysis. For example,
observables can be controlled in adjusted analysis, assuming they can be
measured precisely; time-invariant confounding (including unobservables)
can be controlled through statistical modelling where pre-test post-test
outcomes data are available (e.g., double differences). However,
unobservable confounders, which are more likely to be measured at the
individual level, can most effectively be controlled in study designs which are

able to control for unobservable and observable confounders where factors
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determining allocation to intervention are precisely known (e.g., RCTs and
RDDs). In these studies, the “control group provides an unbiased estimate of
the average potential outcome [(Rubin, 1974)] that experimental units would
have attained had the treatment not been applied to them” (Cook and
Steiner, 2010, p. 57).

It would also seem intuitively reasonable that confounding due to factors
determining programme placement at group level (called ‘programme
placement bias’) may be easier to observe — and therefore control — than
confounding due to self-selected uptake or adherence (participant ‘self-
selection bias’).54 Confounding due to self-selection is thought more
problematic in studies of latrine provision than water supply provision,
simply because individuals within a community tend to self-select to install
their own latrine, whereas water supply tends to be provided by the public
agency to the community as a whole. For example, Hoque et al. (1995) in
Bangladesh and Strina et al. (2003) in Brazil found households with latrines
were significantly more likely to undertake other improved behaviours like
hygiene. Furthermore, when programmes are geographically targeted, there
is likely to be greater unobservable confounding across locations than within
them, complicating evaluation design (Handa and Maluccio, 2010). These
may underlie Cook et al.’s (2008) finding that statistical matching is more
accurate when it is done of intact clusters rather than of individual cases,
since it may be difficult to identify suitable matches for individual cases
across clusters (e.g., to account for spillover effects or contamination). If a
programme is rationed by supply, such as installation of a village handpump
or connection of latrines to the public sewerage network, information is
needed on the criteria determining rationing (e.g., a threshold, geographical
characteristics, socio-demographic or economic factors). In contrast, where
a programme is demand-driven, individual characteristics determining
participation must be understood, which are likely to be difficult to observe

or model.

Information about the programme targeting approach may therefore be
particularly useful in formulating strategies to approximate the (usually
unobserved) selection process in non-randomised studies (e.g., Campbell,

1984; Cook et al., 2008). Targeting mechanisms can be divided into three

54 Note, this is different from ‘sample selection bias’, which is referred to as
‘selection bias’ below in Section 4.4.2.
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broad types (Coady et al., 2003). 'Individual/household assessment' involves
either a means test or the selection of participants according to explicit
criteria by a third party such as community leaders or programme
implementers. 'Categorical' targeting identifies target groups using easily
identifiable criteria at either the individual or household level (e.g., gender,
age, ownership of land, membership of farmer group), or the community
level (e.g., specific locations, areas with pest or pesticide problems). 'Self-
selection' occurs where a programme is universally available. Furthermore,
the specific targeting criteria for groups or individuals can be categorised into
those that may favour successful implementation and effectiveness (e.g.,
localities with strong existing community groups, individuals selected to
participate due to social standing or resources like land), those favouring
equity or inclusion (e.g., of women, poor, elderly or disabled), factors relating
to exposure to infectious diseases (likely combining effectiveness with
equity), and practical criteria relating to convenience, accessibility and

availability (Box 4.1).

Study designs for causal inference differ according to the extent to which,
when well implemented, they can address observable and unobservable
confounders. Some account for unobservable confounding by design, either
through knowledge about the method of allocation or in the methods of
analysis used. These designs, termed ‘selection on unobservables’, include
RCTs, natural experiments, regression discontinuity designs (RDDs) and
studies using instrumental variables or double differences estimation
(Imbens and Wooldridge, 2009). Other studies can address selection on
observables only, including non-randomised studies that control directly for
confounding in adjusted analysis (e.g., single difference studies using
statistical matching, analysis of covariance, multivariate regression). These
studies assume ‘unconfoundedness’, a property that is unverifiable, although
falsification tests exist (e.g., Rosenbaum and R